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　「Halium Project」は、Android
互換のハードウェア上でさまざまな
Linuxディストリビューションを実行
できるようにする、統一的なベースシ
ステムの開発を目指した新しい取り組
みです。
　Androidスマートフォンの普及にと
もない、近年ではさまざまなモバイル
端末用のLinuxが登場してきました。
おもなものとしては、Ubuntu Touch
やSailf ish OS、Maemo、Plasma 
Mobile、Mer、MeeGoなどが挙げら
れます。しかしいずれのプロジェクトも
十分な規模のエコシステムを形成す
ることができておらず、Androidのよ
うに大きく普及する気配は見せないま
ま、開発が中止されたものもあります。
　これらのモバイルLinuxは、似たコ
ンセプトを持つものもありながら、基
本的には独立したプロジェクトとして開
発が進められていました。そのため仕
様や実装が共通化されておらず、そ
れが普及の妨げになったという指摘も

あります。
　Halium Projectはこの反省を踏ま
えて立ち上げられたプロジェクトです。
Halium Projectでは、Android互
換のハードウェア上でLinuxを実行
するために共通的に必要となる機能
を標準化して提供することを目指しま
す。各ディストリビューションのプロ
ジェクトでは、Halium Projectの成
果物を利用することで、OSの基盤と
なる部分を独自に実装する必要がな
くなるため、開発の効率を大幅に上
げることができるというわけです。

　Halium Projectで開発を目指すス
タックとしては、次のようなものが挙げ
られています（図1）。

• Linuxカーネル
• Android HAL（ハードウェア抽象
化レイヤ）

• Android HALインターフェース
•  Libhybris（Androidライブラリを
サポートする互換性レイヤ）

• センサー
• カメラサービス
•  RILd（Radio                                  

Interface Lay
er daemon）

•  ビルドシステム
とスクリプト

•  GPS（Mozilla
によるAGPS）

• PulseAudio
（サウンドサー
バ）

• メディアコー

デック
• oFono（テレフォニーアプリ開発
用プラットフォーム）

　とくに重要なのがLinuxカーネルと
Android HAL、そしてLibhybrisで
す。これらはAndroid互換ハード
ウェアと通信するために必要なスタッ
クであり、従来の主要なモバイル
Linuxでも同様のコンセプトが採用さ
れてきました。そこでHaliumではこ
の部分を標準化し、共通利用できる
ようにするとのことです。そのほかの
部分でも、ハードウェアに近いレイヤ
で共通化できる部分については、
Halium Projectが提供するスコープ
に含まれています。
　その一方で、ディスプレイサーバや
ツールキット、ユーザインターフェース、
アプリケーションなどはHaliumでは
提供されない方針です。Haliumの
目的はあくまでも共通基盤を提供する
ことであるため、それ以外は各ディスト
リビューションで独自に実装して提供
するべきスタックとされているからです。
　Halium Projectはまだ立ち上がっ
たばかりのプロジェクトですが、もし開
発に成功すれば、モバイル端末向け
の新しいROMの開発が容易になり、
モバイルOS市場のさらなる活性化に
もつながることが期待できます。
Halium Projectでは、Ubuntuや
SailfishをはじめとするGNU/Linux
ベースのOSをサポートすることに加え
て、LuneOSやAsteroidOSといっ
た特定機器向けのOSもサポートする
予定とのことです。｢

TEXT： ㈲オングス 杉山 貴章 SUGIYAMA Takaaki
　　　  takaaki@ongs.co.jp

第 104回

Halium Project

Halium Project
https://halium.org/

ディスプレイサーバ
コンパイラ
アプリケーション、など

systemd
Android マネージメントスクリプト

Android Linux カーネル

Linux ディストリビューション

Android コンテナ
schroot / chroot

サービス

Shared
/System
/Vendor Libhybris

各ディストリビュー
ションが提供

Halium が提供

モバイルLinuxのため
のベースシステムを提供

Haliumが提供する
スタック

テーマ募集
本連載では、最近気になる用語など、
今後取り上げてほしいテーマを募集し
ています。sd@gihyo.co.jp 宛にお送
りください。

▼図1　Halium のスタック概要（公式サイトより引用）

mailto:sd@gihyo.co.jp
https://halium.org/


vol.224

1 - Software Design Aug.  2017 - 1

　スマートスピーカーと呼ばれる、音
声入力／出力可能な先進的なス
ピーカー機器が注目を浴びています。
2015年6月にAmazon Echoが米
国で179.99ドルで発売されました（日
本での発売は未定。Amazon Echo 
Dotという安価な製品やAmazon 
Echo Showというタッチスクリーン付
きの製品もあり）。2016年11月には
Google Homeが米国で109ドルで
発売開始となり、日本でも2017年内
に発売予定です。そして2017年6月
にはAppleがHomePodを349ドルで
発表し、年内に英語圏で発売、それ
以外の国では2018年になるとのこと
です。
　 今 年はじめに開 催された家 電
ショーCESでは、Amazon Echoに

搭載されている音声システムである
Amazon Alexaが搭載された家電
機器が数多く出ていました。こうして
Appleのスマートスピーカーが発表さ
れたことで、ネット系サービスやデジタ
ルサービスの3強からスマートスピー
カーが出そろいました。この領域の発
展がますます期待されるとともに、競
争の場が、パソコンでぽちぽちWeb
ページをサーフィンしていた時代から、
スマートフォンアプリに移行し、さらに
大きく移り変わっていることが感じら
れます。
　カテゴリとしては「スマート（賢い）」
と銘打ち、音声コマンドでさまざまな操
作ができ、音や音声、LEDライトなど
で状況や様子を知らせたり返答した
りする、ネットにつながったマイク兼ス
ピーカー製品です。
　各製品の主要機能はクラウドやス

マートフォンとの連携が重要になって
きますが、各社の思惑はそれぞれ異
なります。Appleは音質を重視し、単
なるSiri（iPhoneに搭載されている
音声アシスタント）デバイスというだ
けでなく、音楽スピーカーとしても逸
品であること。また、Apple Musicや
HomeKitによる家電との連動が重
視されています。Googleは、Google 
Play Music、Chromecastほか、グー
グルサービスとの連携を進めています。
Amazonは、さまざまな機器に組み込
めるようにAlexaをAPIとして提供す
ることでサービスの展開を広め、Skill
と呼ばれるサードパーティ製の追加
機能も拡充されてきています。しかし、
Echoは位置情報をもとにサービスが
提供されるため、正式に発売されてい
る国以外では不便が多く、国内販売
が待たれます。

音声ガジェット、スマートスピーカーの台頭

[Twitter]  @yukio_andoh
[Web Site] http://www.andoh.org/

安藤 幸央
EXA Corporation

3強から
スマートスピーカーの登場

※本記事で紹介しているものは
国内未発表・未発売のものを含んでいます。

Apple HomePodGoogle Home（提供： Google）Amazon Echo

http://www.andoh.org/
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　そのほかにもAnd r o i dの生み
の親であるアンディ・ルービンが進
めるEssential Home（https://
www.essential.com/）、Microsoft 
Cortana（https://developer .
microsoft.com/en-us/cortana）、
LINE Clova/WAVE（https://
clova.ai/ja）、音響機器メーカーのオ
ンキヨーのAmazon Alexaを搭載し
た音楽スピーカー、Harman Kordon
が発表したCortana搭載のスピー
カーなど、スマートスピーカー領域の
競争は激しくなってきています。

　音声認識の精度は上がってお
り、人間の聞き間違えの割合と同程
度の認識率にまでなっています。音
声による操作やサービスを考えるた
めの前哨戦として、文字によるチャッ
トボットの設計、デザイン、サービス
がたいへん役に立つと言われていま
す。チャットボットでうまくいった対話や
サービスのやりとりは、そのまま音声
サービスでもうまく機能するからです。
　そういった観点で、チャットボットや
音声のやり取りのための企画設計と
機能デザイン、良い会話のためのテ
スト観点とは何なのかを列挙してみま
しょう。

会話編
●会話ペルソナ（仮想的人物像）を

設定しておく。言葉づかいや性格
を設定することで会話や個性が表
現できる

●返答までの「間」をうまく設定するこ
と。対応が速すぎても遅すぎても不
自然になる

●100％完璧な認識はないという前
提で、話しの流れや、エラーの回避
を充分に検討しておく

●そもそも適切な会話や指示をする
のは難しい。適切な指示や言葉を
提示できると良い

●延 と々会話が続くのではなく、一時停
止や、やりとりを終えられるように

●あいまいな表現を避ける。順序だて
て会話する。簡単な言い回しで

状態編
●コンテキスト（状態）を引きずり過ぎ

たり、逆にすぐに忘れてしまったりす
ると面倒

●会話の流れによって、同じ回答、同
じ言葉が繰り返されないようにする
と自然さがでる

●会話は短く、相手の時間を尊重し、
単刀直入に

●勝手に想像して、口に出していない
ことを予想して決めつけない

●重要な事項は、必ず確認を求める

環境編
●画面がない製品の場合、ON/

OFF状態、音声入力を待っている
状態を光や音などで示す

●会話は適切に終了でき、必要のな

いときはミュート（無音）状態にでき
ること

●意志のしっかりした人と、優柔不断
ですぐに選択ができない人と、さま
ざまな対話があることを考慮

●複数の人がしゃべっている状況、雑
音の多い環境、必ずしも音響的に
ベストではないことを考慮

テスト観点
●特定の言葉を違う言い方で対話し

てみる
●言葉や返答が足りなかったとき、ど

う対応するのかをチェック
●目的に達するまでの会話の数。会

話のやりとりが多すぎても少なすぎ
ても良くない

●会話の中で、何かを覚えておかなけ
ればいけないようであれば、要検討

●言葉づかい。親しみの度合い。距
離感

　人間同士の会話は、表情や身振り
手振り、その前後のコンテキスト（状
況）などをふまえ、さまざまな解釈と伝
達が可能です。「このまえのあれ、どう
した？」とか「そこのあれ取って！」のよ
うな会話が成り立つのは人間同士な
らではです。そのうえ、一部でしか通じ
ない業界用語、スラング、方言、省略
語、アクセントの間違い、同音異義語、
説明不足や早口、不明瞭な発音など、
音声操作にはまだまだ対応すべき課

音声ガジェット、スマートスピーカーの台頭

オンキヨー「VC-FLX1」 Harman Kardon「Invoke」 Amazon「Echo Show」

チャットボットは
音声インターフェースの
前哨戦

これからの
デバイスとの会話

https://www.essential.com/
https://developer.microsoft.com/en-us/cortana
https://clova.ai/ja
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Lighthouseは、一見普通の監視カメ
ラですが、監視カメラで撮影した様子
をテキストメッセージに変換して知らせ
てくれる機器です。ドアが開いたとか、
顔認識できない人がいるとかを知らせ
てくれます。また時系列に従って通知
させることもでき、キッチンにペットが
入ってきたら通知するとか、誰々が何
時までに帰宅しなかったら通知するな
どの高度な通知も可能です。299ドル
の機器としての販売だけではなく、月
額課金のビジネスモデルでサービスを
予定しています。

C by GE SolはBluetooth対応の
スマート照明です。照明機能と、ス
ピーカー、マイクが一体化した製品
です。Amazon Alexa機能を搭載し、
Amazon Echoと同等の機能を持っ
たインテリアとしても考えられたスピー
カー製品といえます。色温度（照明の
色味）や明るさを、音声コマンドか専用
のスマホアプリでコントロールできます。
照明の光り方で時刻を知らせる機能
など、部屋に置いて違和感のない風
貌です。

http://www.ikea.com/us/en/
catalog/categories/departments/
lighting/36812/

安価で自分で組み立てる家具を提
供するIKEAの照明機器TRADFRI
は、AppleのSiri、AmazonのAlexa、
Google Assistantに対応したスマート
照明機器です。従来はワイヤレスリモコ
ンなどで操作していたTRADFRIシリー
ズが、音声コントロールできるようになり
ました。ほかにもスマートフォンでコント
ロールできる照明機器はいくつか発売
されていますが、TRADFRIは製品のバ
リエーションとともに、そのものが安価
であることが大きな特徴です。

ロボットデスクライトLumigentは、話し
かけると変形しつつ点灯／消灯する
照明です。単なる照明にとどまらず、カ
メラを搭載しており、机の上にある書
類やメモ、スケッチなどを撮影し記録し
ておくことができます。撮影も音声コマ
ンドで可能です。照明の位置や明るさ
などをいくつか設定しておくことができ、
設定した状態は音声コマンドで再現し
ます。また、点灯時の微調整も音声コ
マンドでできるとのこと。単なる照明と
いうより単機能のロボットとも言える製
品です。

Lighthouse TRADFRI

Lumigent C by GE Sol

スマート監視カメラ

音声機能搭載照明

音声コントロール
照明シリーズ

スマート照明

https://www.light.house/

https://lumigent.cerevo.com/ja/ https://www.cbyge.com/pages/sol

題があります。何も口に出さずとも、先
を読んでいろいろなことに対応できれ
ば便利かもしれませんが、意図せずい
ろんなことが起きてしまうのも困ったも
のです。
　オーストラリア企業のDTの研究所
では、音声合成なのか、人による発音
なのかを聞き分けるしくみを開発して
います。ウェアラブル端末として機能
し、人工音声と判断すれば、首の後
ろに付けた素子がヒヤッと冷たく感じ
るのです。たとえば有名人のスピーチ
の言葉を切り貼りして、全然別な会話
を作った場合、声やしゃべり方は本人
そのままですが、実際は本人の意図し
ない会話をさせることも現在の技術で
あれば可能です。そのために合成音
声か本人の発話かを見分ける技術が
必要となってくるというわけです。
　また、真偽のほどはわかりませんが、
Apple Siriの音声合成の品質は、意
図的にたどたどしいものとして調整し、
Siriの回答に過度に期待をもたせず、
少し頼りないものとして、キャラクタ設
定をしているとも言われています。音
声合成の品質は、技術的には人の
会話に近しいところまで来ていますが、
声が人間に近すぎると、その対応や
会話にも人間と同じ対応が求められ
てしまうのです。
　今後は、コンピュータの認識に適し
た言語体系、単語、発音の仕方など、
言葉そのものが進化してくるかもしれ
ません。短い発音ですべて正しく間違
いなく伝達する戦闘用の暗号言語の
ようなもの、コンピュータ向けのコマン
ド指示用言語です。たとえば、現状で
もAmazon Alexaに認識してもらい
やすい、英語の発音講座なども意味
のある英語の学び方かもしれません。
SF映画「メッセージ（原題：Arrival）」
では、思考する言語がその人の考え
方や認識を左右するという、サピア＝
ウォーフ仮説が紹介されていました。
近い将来、人類はスマートスピーカー
対応の言語をしゃべりながら、必死で
音声操作する夢を見るのかもしれま
せん。｢

https://www.light.house/
http://www.ikea.com/us/en/catalog/categories/departments/lighting/36812/
https://lumigent.cerevo.com/ja/
https://www.cbyge.com/pages/sol
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DRYとは

　DRYとは、“Don't Repeat Yourself”の略で、
1つのシステム内にある知識は、信頼できてあ

いまいさがない唯一の表現を持つべきであると

いう原則のことです。もっと単純化して「重複
を避ける原則」と言うこともあります。DRYは
書籍『達人プログラマー』注1で詳しく書かれ、
Ruby on Railsで採用されて広く認知されてい
る原則ですが、重複を避けるという原則そのも
のは以前からも存在しました。
　知識の重複は、よくトラブルを生みます。た
とえば、試験の点数を処理するプログラムを考
えましょう。もしも「受験者数」をもとにした数
値がソースコードのあちこちに直接埋め込まれ
ていたらたいへんです。受験者数がたとえば
1234だとして、1234はもちろんのこと、1を
引いた1233や、半数を表す617などが出てく
ることもあるでしょう（図1）。受験者数を変え
ようと思ったら、ソースコードのあちこちを矛
盾なく修正する必要が生じます。
　DRYは知識の重複を避けるという原則です。
複数個所で知識が必要な場合には、信頼できる
唯一の表現を参照します。試験の点数を処理す
るプログラムの例で言えば、「受験者数」を
DATA_SIZE = 1234のような定数として、プロ
グラムの1ヵ所で定義します。そして「受験者数」

をもとにした数値は必ずDATA_SIZEを使って計
算します。このようにすれば、プログラム中の
矛盾を避け、メンテナンスの手間を軽減できる
でしょう（図2）。これがDRYから得られるメ
リットです。
　試験の点数がファイルから与えられるなら、
DRYをさらに進めることができます。ファイ
ルに含まれるレコード数で「受験者数」を自動的

DRY ̶̶ Don't Repeat Yourself

結城 浩 YUKI Hiroshi
http://www.hyuki.com/
Twitter：@hyuki 51

 ▼図1　知識が重複している

 ▼図2　信頼できる唯一の表現を持つ

注1） Andrew Hunt、David Thomas 著、村上雅章 訳、『新装
版  達人プログラマー  職人から名匠への道』、オーム社、
2016年

http://www.hyuki.com/
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に決定できるからです。つまり、プログラマが
DATA_SIZEを手で修正するのではなく、与えら
れたファイルのレコード数をもとにしてDATA_
SIZEの値を定めるのです。この場合、受験者
数が変わっても、プログラマがDATA_SIZEを修
正する必要はなくなります。
　別の例として、Ruby on Railsで使われてい
るActiveRecordというクラスがあります。
ActiveRecordを使うと、DBスキーマとモデル
との対応関係が自動的に作られるため、プログ
ラマが対応付けの整合性を保つコードを書く必
要はなくなります。
　プログラムでよく起きるトラブルに、コピー
＆ペーストによるコードの重複があります。
DRYにあてはめるなら、複数個所で同じよう
な処理を実行したい場合には、その共通処理を
まとめるべきでしょう。似た処理が散らばるの
は知識の重複で、似た処理を1つにまとめるの
は信頼できる唯一の表現を作っていることにな
ります。
　DRYはプログラムだけに適用できる原則で
はありません。複雑に絡み合った知識を表現し
たものならば、どんなものにも当てはまります。
たとえば、設計図、技術文書、Webサイト、
マニュアル、価格表……複数個所で同じ知識が
必要になった場合、それらを個別に書いてはい
けません。知識の重複となり、個別にメンテナ
ンスする必要が生まれるからです。

DRYが有効にならない場合

　DRYは知識の重複から生まれる矛盾や、メ
ンテナンスの困難を解決します。しかし、
DRYは万能ではありません。信頼できる唯一
の表現から、必要な知識が自動的に生成されな
ければ意味がありませんから、そもそも自動化
が不可能なシステムでは、DRYを適用するこ
とは難しいでしょう。
　エラーチェックの場面では、DRYの適用を
注意深く行う必要があります。知識の重複とい
う冗長性があるからこそ、エラーチェックが可

能になるからです。たとえば、ファイルのレコー
ド数をそのまま受験者数と見なした場合、レコー
ドが欠落するエラーを検出することはできませ
ん。冗長なデータであっても「受験者数」を別途
用意しておかないと、レコード数と付き合わせ
たエラーチェックは難しくなります。
　DRYを保つためには、システム内にある知
識の依存関係を理解する必要があります。知識
の依存関係をたどっていき、信頼できる唯一の
表現として何を使うべきかを明確にしなくては
なりません。信頼できる唯一の表現を探し出す
のが難しいシステムでは、DRYを適用するた
めの労力が異常に高くなる可能性もあります。

日常生活とDRY

　日常生活でDRYが必要になる場合はあるで
しょうか。
　予定表はDRYでないとたいへんですね。た
とえば、いつも持ち歩いている手帳に書いてあ
る予定表と、壁に貼ってあるカレンダーに書か
れた予定表に矛盾が起きるのはよくあることで
す。これは2つの予定表という知識の重複が存
在するからです。現代ではクラウドを利用した
予定表が一般的になったので、PCでも、スマー
トフォンでも、一元化された予定表を見ること
ができるようになりました。
　組織の指示系統はDRYでないと混乱を生む
場合があります。作業者が行う作業について、
直接の上司が「作業Aを優先して」と指示を出
しているのに、社長が「緊急の作業Bを優先！」
と指示を出してはいけません。作業者ごとに、
信頼できる唯一の指示者がないと混乱が生じ
ますね。

◆　◆　◆
　あなたの周りを見回して、複数の知識が存在
するためにトラブルを起こしているものはない
でしょうか。DRYの原則にしたがって、1つの
知識から他方を作り出すことはできないでしょ
うか。
　ぜひ、考えてみてください。｢

51
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プロダクト開発の道しるべ
及川卓也の

品質を高めるプロダクトマネージャーの仕事とは？

　前回は事業開発手法としてスタートアップの
バイブルとなっているリーンスタートアップで
用いられるリーンキャンバスを解説しました。
今回はその中でもプロダクトマネージャーにと
くに重要となるであろう、バリュープロポジショ
ン（価値提案）を検討する手法であるバリュープ
ロポジションキャンバスについて解説します。

最初のアイデアの多くは
使えない

　筆者はハッカソンやその前段階のアイデアソ
ンなどの審査員を務めることがたびたびありま
す。そのような場で、いろいろとおもしろいア
イデアが生まれることもあるのですが、そのま
ま実用化しても使われないのではないかなと思
わせるものも多くあります。
　製品やサービスは、もっと言うと事業そのも
のは、顧客の課題を解決するものか、顧客に新
しい価値を提供するものです。アイデアという
のは、この課題と課題の解決方法、価値と価値
の提供方法を組み合わせたものですが、製品や
サービスの企画においてはこれらは分離して考
えるべきものです。
　「良いアイデアを思いついた！」という人は、そ
のアイデアにのめり込んでしまっていて、客観的
に判断できなくなっていることが多いのですが、
本来ならば、まずその課題が本当に顧客が抱え
ている課題なのか、課題だとしても重要課題なの
かを検証する必要があります。考えている課題が
確実に重要な顧客課題であることが検証された

ならば、次にそれを解決する手段として、考えて
いる手段が最適なのかを検討する必要があります。
　本来ならば、このように課題解決や価値提供と
いうのは、2段階のステップを経て行われるべきも
のなのですが、人はどうしてもそれをセットで考え
てしまいがちです。今回、紹介するバリュープロ
ポジションキャンバスはそのような隘

あいろ

路に陥らな
いようにするためのフレームワークとして有用です。

リーンキャンバスと
ビジネスモデルキャンバス

　さて、バリュープロポジションキャンバスの
話に入る前に、少しリーンキャンバスについて
復習しておきましょう。リーンキャンバスはリー
ンスタートアップの手法を具現化するために、
事業モデルを、9つのマスを埋めることで検討
するものです（図1）。
　実はこのリーンキャンバスにはオリジナルが
あります。『リーン・スタートアップ』と同じよ
うに、こちらもビジネス書としてはベストセラー
になった『ビジネスモデル・ジェネレーション
ビジネスモデル設計書』注1で紹介されているビ
ジネスモデルキャンバスがそれです。ビジネス
モデルキャンバスはあらゆるビジネスモデルを
俯
ふかんてき

瞰的に表現するフレームワークです。
　ビジネスモデルキャンバスもリーンキャンバ
スと同じ9マスによって構成されるキャンバス
ですが、図2に示すように、リーンキャンバス

注1） アレックス・オスターワルダー、イヴ・ピニュール 著、小
山 龍介 訳／翔泳社 刊／ISBN978-4798122977

及川卓也の
プロダクト開発の道しるべ
品質を高めるプロダクトマネージャーの仕事とは？

バリュープロポジションキャンバス

@takorattaTwitter

及川 卓也
（おいかわ たくや）

Author

第10回
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バリュープロポジションキャンバス 第10回

とはいくつかのマスの内容が異なっています。
　この2つのキャンバスは一見すると違いがわ
からないかもしれませんが、次のように4つの
マスが変更されています。

・「主なパートナー」が「課題」に
・「主な活動」が「ソリューション」に
・「主なリソース」が「主要指標」に
・「顧客との関係」が「圧倒的な優位性」に

　この変更の理由をリーン
キャンバス提唱者のアッ
シュ・マウリャは「アクショ
ンを取りやすい形のキャン
バスにするために私がとっ

たのは、もっとも不確かな、より正確には、もっ
ともリスクの高いものを把握するようにするこ
とだった」とブログ注2の中で述べています。
　確かに、この変更により、リーン開発が一番
重要だと定義する、「課題と解決のフィット」と
「製品と市場のフィット」（図3）がより明確に
なったと言えるでしょう。

注2）  URL  https://blog.leanstack.com/why-lean-canvas-vs-
business-model-canvas-af62c0f250f0#.2kmwhujo9 より。
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 ▼図1　9つのマスを埋めることで完成するリーンキャンバス（書籍『Running Lean』より）

 ▼図2　ビジネスモデルキャンバス（書籍『ビジネスモデル・ジェネレーション』より）

主なリソース
Key Resources

チャネル
Channels

コスト構造
Cost
Structure

収益の流れ
Revenue
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主なパートナー
Key Partners

主な活動
Key Activities

価値提案
Value
Proposition

顧客との関係
Customer
Relationships

顧客セグメント
Customer
Segment

 ※赤枠はリーンキャンバスと異なるマスを表す。

課題／解決フィット

●

製品／市場フィット

●●

拡大

●●●

 ▼図3　スタートアップに必要とされる3つのステージ（書籍『Running Lean』より）

https://blog.leanstack.com/why-lean-canvas-vsbusiness-model-canvas-af62c0f250f0#.2kmwhujo9
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バリュープロポジション
キャンバス

　この課題／解決フィットを検証するために用
意されているのが、バリュープロポジションキャ
ンバスです。こちらは『ビジネスモデル・ジェ
ネレーション　ビジネスモデル設計書』と同じ
著者たちが書いた『バリュー・プロポジション・
デザイン　顧客が欲しがる製品やサービスを創
る』注3で紹介されています。
　このバリュープロポジションキャンバスは図
4のように、「顧客プロフィール」と「バリューマッ
プ」という2つのパートから構成されています。

顧客プロフィール

　顧客プロフィールには、「顧客の仕事」と「ペ
イン」と「ゲイン」を記入します。
　「顧客の仕事」とは、ターゲットとなる顧客が
仕事や普段の生活で成し遂げようとしているこ
とです。仕事というといわゆる職業上の職務を
想定するかもしれませんが、それに限らず顧客
が成し遂げようとしているものがすべて当ては
まります。コンシューマがターゲットで、たと
えば映画鑑賞のためのサービスを検討している
場合には、「気分転換をしたい」とか「好きな俳
優を追っかけたい」なども「仕事」となります。

注3） アレックス・オスターワルダー、イヴ・ピニュール、グレッ
グ・バーナーダ、アラン・スミス 著、関 美和 訳／翔泳社 
刊／ISBN978-4798140568

　「ペイン」は顧客が「仕事」を達成するに際して
障害となるもの、それが起こったならば悪い感
情を抱くもの、起こってしまったら不幸になる
ものなどです。映画鑑賞の例で言うと、「シー
トが悪く腰が痛くなる」とか「隣の客がうるさい」
などがペインとなります。
　「ゲイン」は顧客が結果として得られるゲイン
（利益）になります。これは予想・期待されてい
たものもあれば、予想外のものもあります。映
画鑑賞の例で言うと、「映画鑑賞後に涙で席を
立てないくらいに感動したい」というゲインも
あれば、「今まで知らなかった俳優のファンに
なる」という予想外のゲインも含まれます。
　顧客プロフィールへの最後の作業は、「顧客
の仕事」と「ペイン」と「ゲイン」に書かれた内容
を順位付けすることです。複数の内容がそれぞ
れ記入されたと思いますので、それらを重要度
順にランキングします。これにより、次のバ
リューマップ作成後のフィットの作業において、
本当に重要な課題や価値に対応できているかを
確認することが可能となります。

バリューマップ

　顧客プロフィールの対となるのが、その顧客
に対して提供しようと考えている製品・サービ
ス側を可視化したバリューマップです。
　バリューマップには、「製品とサービス」と「ペ
インリリーバー」、「ゲインクリエーター」を記
入します。

　「製品とサービス」
は提供する製品や
サービスです。製品
やサービスは複数に
より構成されること
がほとんどです。た
とえば、映画鑑賞の
ためのプレミアムシ
アターを考えていた
とすると、「会員限
定の上質の映画館」

製品と
サービス

顧客の
仕事

ゲインクリエーター

ペインリリーバー

ゲイン

ペイン

バリューマップ 顧客プロフィール

 ▼図4　顧客プロフィールとバリューマップ（書籍『バリュー・プロポジション・デザイン』より）



8 - Software Design Aug.  2017 - 9

バリュープロポジションキャンバス 第10回

というものに加えて、「オンラインサロン」や「会
員特典としての特別上映」などが考えられます。
　「ペインリリーバー」は製品やサービスで課題
（顧客プロフィールで言う「ペイン」）を解決する
方法を書きます。たとえば、「映画鑑賞後のフィー
ドバックとして周りの客のレーティングを行い、
レーティングがあるレベルより低くなった会員
は会員権を剥

はくだつ

奪する」ことや「人間工学に基づく
シートの提供」などが考えられます。
　「ゲインクリエーター」には価値の提供方法を
書きます。たとえば、「映画の雰囲気に合わせた
装飾を施すことで映画鑑賞の前から気分が盛り
上がり、また鑑賞後もその余韻に浸れるように
する」ことや「ミニシアター系の映画も取り上げ、
セレンディピティ（偶然に思わぬ幸運をつかむこ
と）を起こしやすくする」などが考えられます。
　冒頭で、製品やサービスは顧客の課題を解決
するか、顧客に価値を提供するものであると書
きましたが、ここではその解決方法や価値提供
手段を書きます。
　このバリューマップもこの3つの項目内で順
位付けを行います。

顧客プロフィールとバリューマップ
によるフィットの検証

　顧客プロフィールの説明をした後ですので、
もしかしたら顧客プロフィールに書いた「ペイ
ン」や「ゲイン」の解決方法や提供方法が書かれ
るだけかと思われるかもしれませんが、バリュー
マップは顧客プロフィールとは独立して書く必

要があります。
　独立して書かれたこの2つの、とくに「ペイン」
と「ペインリリーバー」、「ゲイン」と「ゲインク
リエーター」を比較することで、自分たちの製
品やサービスが顧客の課題を本当にどれだけ解
決できているか、顧客の期待する価値をどれだ
け提供できているかがわかるのです（図5）。

リーンキャンバスの中でのバリュー
プロポジションキャンバスの利用

　以上がバリュープロポジションキャンバスの
説明となります。説明の中では「記入する」とか
「記述する」と書いていますが、実際には出てき
たアイデアをグルーピングしたり、順位付けし
たりするときに並べ替えたりするので、付

ふ せ ん し

箋紙
で作業を進めることを推奨します。
　このバリュープロポジションキャンバスでの
作業は、リーンキャンバスの作成の中では、前
半の❶から❹までのマスでおもに使うことにな
ります（図1参照）。このバリュープロポジショ
ンで課題／解決フィットを検証し、次にMVP

（Minimum Viable Product）などで製品／市場
フィットを確認していくことになります。
　大事なのはどの段階においても、仮説と検証
の反復を行い、必要に応じて方針変更（ピボット）
をしていくことです。
　今回はバリュープロポジションキャンバス
を用いた課題／解決フィットについて説明し
ました。このキャンバスは仮説の段階で一度

作成し、そのあと、
その仮説の検証後に
再度作成します。さ
て、次回は少し話題
を変えて、米国で行
われるプロダクトマ
ネージャーのカン
ファレンスである
Mind The Product

について紹介したい
と思います。｢

製品と
サービス

顧客の
仕事

ゲインクリエーター

FitFit

ペインリリーバー

ゲイン

ペイン

バリューマップ 顧客プロフィール

 ▼図5　顧客プロフィールとバリューマップで検証する課題／ソリューションフィット

ソフトウェアエンジニアとして社会人キャリアをスタートした後、MicrosoftやGoogleでプロダクトマネージャーやエンジ
ニアリングマネージャーを経験。現在はいくつかのスタートアップのプロダクトマネージメントをサポートしている。

Profile
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尾張名古屋は手羽先でもつ

　今年度のOSCシーズンが始まり

ました。今回は5月27日（土）に開

催されたOSC名古屋、そして9月2

日（土）に開催予定のOSC千葉の会

場下見の様子などをお送りします。

学生スタッフが支えてくれ
たOSC名古屋

　OSC名古屋は1日で500名が参

加する、全国の中では比較的大規模

な開催となる地域です。そのため、

これまで会場が名古屋市立大学、名

古屋国際センター、そして昨年から

は吹上ホールと、より大きな会場へ

と変更になっています。ちなみに吹

上ホールは展示即売会が行われてい

るような施設で、今回もお隣ではピ

アノの展示販売が行われていました。

　会場が大きくなってゆったりして

いいのですが、その分準備に手間が

かかります。毎回、スタッフ確保に

苦労するのですが、今回は「東海道

らぐ」「SWEST＆LED-Camp」「中部

大学」「名古屋工業大学」「名古屋市立

大学」など多数のご協力で、前日準

備や当日運営を行えました。アルバ

イトなどで人手をまかなうのは簡単

なのですが、こうやっていろいろな方、

とくに学生さんたちに運営を支えて

もらうことで、この経験が今後何か

の役に立てばいいなと思います。前

日準備終了後は、みなさんを労うた

めに会場近くの「元祖手羽先 風来坊」

で手羽先を堪能しました（写真1）。

懇親会の料理が瞬殺に

　OSC名古屋（写真2）終了後の懇親

会での出来事です。私は荷物がすべ

て搬出されて、会場を返却してから

懇親会会場に向かったのですが、途

中で「料理が食べ尽くされました」と

のメッセージが届きました。予約時

より多少人数は増えましたが、たっ

た15分で料理が終わってしまうのは

尋常ではありません。大急ぎで現場

に急行しました。原因は、事前にや

りとりをしていたお店側の担当者が

不在で、事前打ち合わせの内容が当

日の担当者に伝わっていなかったこ

と。現地で幹事を務めてくれた方が、

お店側と交渉してアレこれと追加し

てもらえましたが、参加していただ

いたみなさんには少し不満が残って

しまったかもしれませんね。

　OSCのようなイベントだと、なぜ

か立食形式の懇親会では料理がすぐ

になくなってしまうことが多いです。

OSC名古屋とご当地カントリーマアム第18回
宮原 徹（みやはら とおる）　 Twitter  @tmiyahar　株式会社びぎねっと

 ▼写真1　 風来坊の手羽先。美味し
かったので2回も3回もお
かわりすることに

 ▼写真3　 飲み足りない面々は2次会で多いに盛り上がり
ました。名古屋の夜はまだこれからです

 ▼写真2　 OSC名古屋の受付スタッフは、名古屋市立大
学の学生で、博物館の企画をサポートするボ
ランティアサークルMAROのみなさん
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R e p
o r t

OSC名古屋とご当地カントリーマアム第18回

これがビジネス系の懇親会ですと料

理は余り気味になるのはなぜでしょ

う。対策として、おやつなどを出し

て空腹感を紛らわす、とにかく炭水

化物を多めにするなどがあります

が、根本的な解決は難しいものがあ

ります。このあたりがイベント運営

のおもしろさでもあるのですけどね。

　結局、物足りない連中は、会場か

らのシャトルバスで最寄り駅まで

送ってもらったあと、2次会（写真3）

で食べ、さらに3次会で飲み、名古

屋の夜は更けていくのでした。

ご当地カントリーマアム

　いつからか、「OSCといえばカン

トリーマアム」というツイートをす

るようになりました。もともとは運

営スタッフ用に、美味しく、個包装

なので余っても困らないので用意を

していたのです。最近では、「ご当

地カントリーマアム」をお土産や差

し入れとしていただくようになりま

した。そういえば前回のOSC名古

屋のときには、大阪から参加してく

れた高校生が「神戸プリン風味」のカ

ントリーマアムを差し入れてくれま

した。

　今回のご当地カントリーマアムは、

名古屋といえば「小倉トースト風味

（写真4）」。「お味は？」というと、普

通に小倉味で美味しかったです。

OSC千葉の会場は千葉
工業大学

　昨年はアンカンファレンス形式で

開催した千葉ですが、今年

は若干ステップアップして

150名の大教室とブース

展示での開催となります。

開催は千葉工業大学で9月

2日（土）です。「OSC東京

はちょっと遠くて」という

千葉県民のみなさん、ぜひ

当日はご参加ください。

　どのような形で開催できるか検討

するため、また実行委員会で意見交

換を行うため、会場を下見してきま

した（写真5）。

　下見には何名か在学中の学生さん

に参加してもらえました。当日、単

なるお客さんとして参加するのでは

なく、企画段階から入ってもらえる

ことで何かを学び取ってもらえれば

と思っています。

　会場は教室も広いですし、展示ス

ペース用の廊下部分もゆったりして

いるので、当日はじっくりとセミ

ナー、ブース展示見学をしてもらえ

そうです。開催が楽しみですね。s

 ▼写真5　 千葉工業大学の会場下見。机の並べ方な
どを頭の中でシミュレーションしていきます

 ▼写真4
　 小倉トースト風味。実はOSC
名古屋の翌日に開催されてい
たAndroidイベントへの差し
入れだったりします

大阪、京都と関西方面も盛り上
がってきました

　千葉会場下見の翌日は大阪へ出張です。大阪での
開催は今年も来年も1月ですが、「この間も実行委員
会中心に少しずつでも集まろう」ということで、LT大会
を企画してもらいました。当日は前回の実行委員だけ
でなく、新しい人も参加して、ビール＆ピザでお互いの
LT発表を楽しみました。来年1月の開催までさらに何
回か開催して結束を強めていきたいところです。
　その後は京都に移動して、8月開催に向けての決起
集会です。実行委員だけでなく、ITとはまったく関係
ない人たちにも声をかけて参加してもらい、いろいろ
と話を聞きました。「WordPressでWebサイト作りを
始めてみたい」という意見が出たので、さっそくOSC
京都ではWordPress入門のセミナーを開催してみよう

ということになりました。このような形で、どんどん
ニーズを満たすセミナーを企画していきたいですね。
　さて、この文章は沖縄行きの飛行機の中で書いてい
ます。次回はOSC沖縄の様子をレポートしたいと思
います。もちろん、オリオンビールと泡盛も。

▶ 京都での決起集会
の様子。すでに
グッスリと寝てし
まっている人も？

◀ さくらインターネッ
トの林 雅也氏の紙
LT。少人数ならこ
れもアリですね
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はじめに

　そういえば、Grove（グローブ）のことを本連
載でまだ扱ったことがなかったので、今回は手
軽にマイコンと電子部品を接続することのでき
るGroveを紹介したいと思います。電子工作や
IoT機器のプロトタイプをするとき、電子回路
や基板の設計、あるいははんだづけをすること
がハードルになっている方も多いと思います。
　Groveは、中国の深

シンセン

圳にあるSeeed社が提供
しているシステムです。さまざまなGroveのモ
ジュールが提供されており、Groveのケーブル
をコネクタに差し込むだけで、簡単にこれらモ
ジュールとマイコンを接続できます。マイコン
基板にGroveのコネクタが付いていない場合、
「Base Shield（写真1）」を使ったり、「Grove to 

4Pin Male」というケーブル（写真2）を使ったり
して接続します。
　Groveは、GPIO（汎用入出力）のほかに、UART

や I2C、アナログといった信号の接続にも対応
しています。ただ、GPIOもほかの信号もすべ

  Author   坪井 義浩（つぼい よしひろ）　  Mail   ytsuboi@gmail.com　 @ytsuboi
協力：スイッチサイエンス

Groveを使ってみる第
26
回

て同一のコネクタですので、接続するときには
信号の種類に注意しなければなりません。
　もうひとつ、GroveはもともとArduinoのた
めに作られた規格です。そのため5Vが前提に
なっていましたが、今ではmbedやほかのマイコ
ンボードでも使うために3.3Vの電源や入出力も
混在しています。この点にも注意しなければい
けないのが、Groveの少々面倒なところです。

はじめのLED点滅

　さて、まずFRDM-K64FにGroveのLEDを
接続して点滅させてみましょう。今回は「Base 

Shield V2」を使って「Grove - LED」をFRDM-

K64FのD2に接続します。これらは筆者の手元
にあったGrove Starter Kitから取り出して使い
ました。Starter Kitに入っているGrove LED

は、LED Socket KitというLEDを差し込むソ
ケットのついたGroveモジュールと、青・緑・
赤の3つの砲弾型LEDが入っていました（写真
3）。今回は、赤い砲弾型LEDのリード線を短
く切りそろえ、LEDの樹脂部分の切り欠きと基

はじめに

はじめのLED点滅

 ▼写真1　Base Shieldの使用例  ▼写真2　Grove to 4Pin Maleケーブルの使用例
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Groveを使ってみる 第
26
回

板の印刷の切り欠きの方向を合わせて挿し込み
ます（写真4）。
　LEDモジュールを組み立てたら、FRDM-

K64FにBase Shieldを取り付け、Groveのケー
ブルでBase ShieldのD2と表示されたコネクタ
とLEDモジュールを接続します。Base Shield

の端についているスライドスイッチを、基板上
の3V3（3.3V。「.」は読みづらいのでわかりやす
いように「3V3」と表記（写真1左下）することが
あります）側に設定します。このスイッチは、
Base ShieldについているGroveコネクタから供
給する電源の電圧を選択するものです。FRDM-

K64Fの入出力は3.3Vですので、Groveのモ
ジュールも3.3Vで動かします。これでハード
ウェアの準備は完了です。
　ソフトウェアは、mbedのオンラインコンパイ
ラを開き、「新規」ボタンをクリック、プラット
フォームにFRDM-K64Fを選択したうえで
「mbed OS Blinky LED HelloWorld」を選択し
て「OK」ボタンをクリックしてください。LED

の点滅ですので、「プログラムとライブラリを最
新のバージョンにアップデートする」にチェック
を入れておいても大丈夫でしょう。今回は、D2

にLEDを接続したので、リスト1の3行目の
LEDを接続しているピンをD2に変更しました。
　コードをコンパイルしてmbedに書き込み、リ
セットボタンを押すと写真1のようにLEDが点
滅します。

超音波距離センサ

　今度はセンサを使ってみましょう。手元に
「Grove - Ultrasonic Ranger（写真5）」（超音波
距離センサ）注1がありましたので、今回はこれ
を使ってみます。冒頭に記したように、Grove

を使うときには対応している電圧を確認しなけ
ればなりません。先ほど記したようにFRDM-

K64Fの入出力は3.3Vですので、3.3Vに対応し
たGroveモジュールでなければ正常に動作しな
注1） http://wiki.seeed.cc/Grove-Ultrasonic_Ranger/

  1 #include "mbed.h"
  2 
  3 DigitalOut led1(D2);　 ←ここを変更 
  4 
  5 // main() runs in its own thread in the OS
  6 int main() {
  7     while (true) {
  8         led1 = !led1;
  9         wait(0.5);
 10     }
 11 }

超音波距離センサ

 ▼リスト1　LED点滅プログラム（main.cpp）

 ▼写真4　モジュールを組み立ててみた

 ▼写真5　Grove - Ultrasonic Ranger

 ▼写真3　組み立て前のモジュール

http://wiki.seeed.cc/Grove-Ultrasonic_Ranger/
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いでしょう。たとえば今回の超音波距離センサ
の場合、パッケージに入っていた紙（写真6）に
も対応する電圧が3.3V/5Vと記されていますの
で使用できそうです。
　超音波距離センサのmbedのソフトウェアも、
mbed.org注2で公開されています。超音波距離セ
ンサは、超音波を送信してから戻ってくるまで

注2） https://developer.mbed.org/components/Grove-
Ultrasonic-Ranger/

の時間を利用して距離を測ります。この超音波
距離センサは、デジタル信号1つで接続できる
ようです。公開されているサンプルコード（リス
ト2）の27行目では、D0を使うように指定され
ていましたが、D0とD1はArduinoフォームファ
クタ（Arduino Unoと同じピン配置のソケットを
こう呼びます）ではUARTに使われていること
もあるので、今回はD4に接続してみました。
　ハードウェアの用意は簡単です。Base Shield

 22 #include "mbed.h"
 23 
 24 #include "RangeFinder.h"
 25 
 26 // Seeed ultrasound range finder
 27 RangeFinder rf(D0, 10, 5800.0, 100000);　 ←この行のD0をD4に変更 
 28 DigitalOut led(LED1);
 29 
 30 int main()  {
 31     led = 1;
 32     float d;
 33     while (1)   {
 34         d = rf.read_m();
 35         if (d == -1.0)  {
 36             printf("Timeout Error.?n");
 37         } else if (d > 5.0) {  
 38             // Seeed's sensor has a maximum range of 4m, it returns
 39             // something like 7m if the ultrasound pulse isn't reflected.
 40             printf("No object within detection range.?n");
 41         } else  {
 42             printf("Distance = %f m.?n", d);
 43         }
 44         wait(0.5);
 45         led = !led;
 46     }
 47 }

 ▼リスト2　超音波距離センサのmbedのソフトウェア（main.cppの22行目から抜粋）

 ▼写真6　Grove - Ultrasonic Rangerの説明書き  ▼図1　シリアルターミナルへの出力例

https://developer.mbed.org/components/Grove-Ultrasonic-Ranger/
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Groveを使ってみる 第
26
回

のD4と書かれたGroveコネクタと超音波距離セ
ンサをGroveのケーブルでつなぐだけです。Base 

Shieldの端についているスライドスイッチが
3V3側にセットしてあるのも確認しておきま
しょう。
　ソフトウェアも簡単でした。サンプルコード
をインポートし、main.cppの27行目のD0をD4

に変更し、ターゲットがFRDM-K64Fであるこ
とを確認してコンパイルします。ダウンロード
されたバイナリファイルをmbedのドライブにド
ラッグ&ドロップして書き込みましょう。
　書き込んだら、適当なシリアルターミナルを
立ち上げ、mbedのシリアルポートを開きます。
今回使っているサンプルコードはmbed 2で作ら
れていますので、「9,600bps、8bitパリティな
し」で開いてください。そこでFRDM-K64Fの
リセットボタンを押すと、シリアルターミナル
に図1のように超音波距離センサで測定した距
離が表示されます。写真7のように超音波セン
サを上向きに置いて動かしてみたので、最初の
3行くらいは天井までの距離が表示されていた
模様です。4行目から急に短い距離が表示され
ているのは、手をかざしたからです。

Grove

　このように、Groveを使うと簡単にセンサな
どのデバイスを接続して、手軽に試作を行うこ
とができます。Groveのモジュールは100種類
以上あります。写真8はSeeed社によるGrove

を紹介する展示です。今回使ってみた超音波距
離センサのほか、さまざまなモジュールがある
ことが見て取れます。モジュールのみならず、
Groveを接続するためのコネクタを搭載したマ
イコンは、mbed以外にもArduino互換機など、
さまざまな製品があります。
　Groveコネクタが搭載されていないマイコン
ボードには、Arduinoフォームファクタであれ
ば、今回使ったBase Shieldを使用すれば簡単
にGroveコネクタを追加できます。この連載で
も紹介してきたmbed LPC1768にGroveコネク
タを追加するには、mbed Shield（写真9）注3を 

使用するのが手軽な方法です。この基板を使え 

ば、Groveコネクタ、mbed LPC1768のUSBや
Ethernetコネクタだけでなく、Arduinoフォー
ムファクタのソケットも追加できます。s

注3） https://www.seeedstudio.com/mbed-Shield-p-1390.
html

Grove

 ▼写真9　mbed Shield ▼写真8　Seeed社の展示

 ▼写真7　超音波距離センサを動かしてみた

https://www.seeedstudio.com/mbed-Shield-p-1390.html
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6月6日に開催された、GitHubの公式
イベント「GitHub Constel lation 
Tokyo」で販売された、GitHubのマス
コットキャラクタ「Octocat」のぬいぐ
るみです。ノベルティのハンドバッグ
やステッカーとセットでプレゼントし
ます。

SSD「S300TL240K」
厚さ7mm・サイズ2.5インチ・容量240GB・SATA 6Gbps対
応のSSDです。SiliconMotion社（SMI）製コントローラとTLC 
NANDフラッシュメモリを採用し、NCQ/TRIMにも対応した、
最大読込540MB/s、最大書込490MB/sのハイパフォーマン
スモデルとなっています。9.5mm厚への変換スペーサーも付属
します。

提供元  マスタードシード　http://www.mustardseed.co.jp

SIMPLE 
SMART BOX
2.5インチSATA HDD/SATA SSD用のケースです。7mm/
9.5mm厚に対応しています（7mm厚用に固定クッションが付
属）。ホストマシンとは付属のケーブルを使ってUSB3.0で接続
します。新色フローズンブルーをプレゼント。
提供元  センチュリー　http://www.century.co.jp

提供元  ギットハブ・ジャパン
 https://github.co.jp

1名

1名

1名

Octocatぬいぐるみ

『Software Design』をご愛読いただきありがとうございます。本誌サ
イトhttp://sd.gihyo.jp/の「読者アンケートと資料請求」にアク
セスし、アンケートにご協力ください（アンケートに回答するには
gihyo.jpへのお名前と住所のアカウント登録が必要となります）。ご希
望のプレゼント番号を記入いただいた方の中から抽選でプレゼントを
差し上げます。締め切りは2017年8月17日です。プレゼントの
発送まで日数がかかる場合がありますが、ご容赦ください。

ご記入いただいた個人情報は、プレゼントの抽選および発送以外の目的で使用
することはありません。アンケートの回答は誌面作りのために集計いたします
が、それ以外の目的ではいっさい使用いたしません。記入いただいた個人情報
は、作業終了後に責任を持って破棄いたします。

心理的な駆け引きが楽しめるテーブルトー
クRPG「人狼」。その人狼ゲームをAI同士
で行う「人狼知能エージェント」を作りなが
ら、AIプログラミングを学べる1冊です。
使用プログラミング言語はJavaです。

提供元  マイナビ出版
 http://pub.mynavi.jp

人狼知能で学ぶAIプログラミング
狩野 芳伸 ほか 著

2名

IaaSサービス「Google Cloud Platform」
の入門書です。サービスの全体像の紹介か
ら、Webアプリの実行基盤とコンテナ実行
環境の作り方、PaaSサービス「Google 
App Engine」の使い方まで解説します。

提供元  翔泳社
 http://www.shoeisha.co.jp

プログラマのためのGoogle Cloud Platform
入門 阿佐 志保、中井 悦司 著

2名

マルウェア、スパイウェア、ランサムウェ
アといったセキュリティ攻撃のしくみをひ
も解きながら、プロのセキュリティ技術者
が現場で使用するツール類で攻撃の検知や
システムの防御を行う術を解説します。

提供元  SBクリエイティブ
 http://www.sbcr.jp

動かして学ぶセキュリティ入門講座
岩井 博樹 著

2名

読者プレゼント
のお知らせ

Webサイト、Webアプリを高速にチュー
ニングするための解説書。ブラウザのレン
ダリングから、個別の問題に対する対応
例、今後を見据えた設計の基礎など、その
場しのぎではない高速化方法を学べます。

提供元  技術評論社
 http://gihyo.jp

Webフロントエンドハイパフォーマンス
チューニング 久保田 光則 著

2名

SMART BOX 1名

は、作業終了後に責任を持って破棄いたします。

http://sd.gihyo.jp/
http://gihyo.jp
http://www.century.co.jp
http://www.mustardseed.co.jp
https://github.co.jp
http://pub.mynavi.jp
http://www.sbcr.jp
http://www.shoeisha.co.jp/
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　機械学習は幅広く、奥深い技術です。
　いざ機械学習の勉強を始めるとなると、
どこから手を付けてよいのかわからないか
もしれません。
　そこで本特集では、機械学習の全体像
をつかむために第1章を、ディープラーニ
ングの基本的な考え方を理解するために
第2章を、GPU搭載の機械学習用PCが
欲しくなったときのために第3章を、現場で
求められている人材や知識の参考に第4章
をご用意しました。
　ここが機械学習エンジニアへとつながる
スタートラインです。

START!

先端Web企業の取り組み方は？

GOAL!

第　  特集

に

も
私機械学習機械学習
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機械学習とは？

　機械学習は、もともと人間の持つ学習能力を
機械（計算機）に持たせることを目指す人工知
能の一研究分野として発展してきました。機械
学習とは一言で言うと、「機械（計算機）によっ
てデータから何らかの法則（ルール）を学習
（ルールを構築）し、その法則によって決めら
れたパターンを得ること」です。

機械学習でできること

　機械学習でできることは大きく分けて2つあ
ります。それは、「予測」と「発見」です。冒頭
で触れた得られるパターンというのは、これら
を指します。この予測と発見は、それぞれ用い
るデータの期間や目的などが異なります。

・予測：�過去から現在までのデータをもとに未
来／未知のデータに対して予測する

・発見：�過去から現在までのデータから未知の
パターンを発見する

　予測は、機械学習の枠組みとしては「教師あ
り学習」と呼ばれます。学習において予測のお
手本となる過去の正解データを用いて学習する
ことから、このように呼ばれます。教師あり学
習によっておもに、「分類」と「回帰」というタ

スクを実行できます。
　分類というのは、過去のデータの分類傾向に
基づいて未来のデータではどのように分類され
るかを予測する方法です。一方で回帰というの
は、過去のデータの連続値の推移から、未来の
データがどのような値になるかを予測する方法
です。とくに時系列的に未来のデータに限らず、
未知のデータに対して予測できます。
　また発見は、機械学習の枠組みとしては「教
師なし学習」と呼ばれます。教師あり学習とは
異なり、学習において過去の正解データを用い
ることなく学習することから、このように呼ば
れます。教師なし学習では、おもに「クラスタ
リング」というタスクを実行できます。クラス
タリングというのは、似ているものをまとめる
ことで新たな知見を得る方法です。
　これらを概念図として表すと図1のとおりです。

今ビジネスで活用されている 
機械学習

　機械学習の分類や回帰、またクラスタリング
の手法は、さまざまな領域における課題に対し
て適用できます。そのためには、まずコンピュー
タが学習するための「データ」が必要です。デー
タさえあればさまざまな課題に対応できるよう
になります。機械学習の適用事例を、領域ごと
に表1に示します。これらの事例からもわかる
ように、金融、マーケティング、Webなどさ

本章では、最近ビジネスに活用されている機械学習、深層学習、人工
知能について概観します。それらがビジネスにどのように活用されている
か、またその際に誤解されやすい事柄を整理します。まずは本章を、機
械学習をビジネスに応用するうえでの足がかりにしてもらいたいと思いま
す。

Author  黒柳 敬一（くろやなぎ けいいち）Sansan㈱Data Strategy & Operation Center
Twitter  @Keiku　 Blog  http://keiku.hatenablog.jp/

　 Web  https://www.kaggle.com/keiku322

1第　　章
ビジネスの変革をもたらす
機械学習
深層学習、人工知能との違いとは

第　 特集 機械学習エンジニアになりたい！何から始めればいい？

http://keiku.hatenablog.jp/
https://www.kaggle.com/keiku322
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まざまな領域で機械学習が活用されていること
がわかります。
　さまざまな領域で活用されている背景として
は、「ビッグデータ」の重要性が叫ばれる中、
その蓄積と活用のためのインフラが整えられて
きたことが大きな要因と言えます。また、「オー
プンソースソフトウェア（OSS）」の発展の寄
与も大きく、機械学習を容易に使うことができ
るようになったことも理由の1つです。

機械学習による学習と予測

　ここで機械学習における学習と予測について
イメージを持ってもらうために、やや正確性を
犠牲にして直観的に解説します。
　機械学習による学習は、「直線を引くイメージ」
です。何か2つのクラスで分けられていること
が知られているデータがあったとします。この
データは、たとえば、腫

しゅよう

瘍の悪性／良性、EC

サイトでの購入あり／なし、迷惑メール／正常
メールなどの区分です。このデータに含まれる
特徴を軸にとり、図2のようにプロットしてみ
ます。たとえば、腫瘍の例であれば、腫瘍のサ
イズ、人の性別、年齢などが特徴にあたります。
このデータの2つのクラスをうまく分けられる
ような直線を引くことを考えます。
　大雑把に言えば、この直線を自動で引くしく
みが機械学習の「学習」です。具体的には、直
線に一番近い黒丸／白丸双方への距離（マージ
ンと言います）がなるべく大きくなる直線を引
けるように学習します。この引かれた直線が別
のデータでもきっと同じように分類できるだろ
うと思って予想して、別のデータにも直線を引
くことが機械学習の「予測」です。これが機械
学習における学習と予測のイメージです。
　この学習と予測に利用できるアルゴリズムは
さまざまあり、決定木、ロジスティック回帰、
ランダムフォレスト、ニューラルネットワーク

予測

教師あり学習
（分類）

過去～現在
発見

教師なし学習
（クラスタリング）

過去～現在
未来

教師あり学習
（回帰）

過去～現在 未来

 ▼図1　機械学習でできること

領域 機械学習の事例
金融 市場予測、与信審査における信用

リスク評価、不正検知
マーケティング 需要予測、顧客セグメンテーション、

ダイレクトメール（DM）のターゲ
ティング、評判分析

Web 情報検索、スパムフィルタリング、
レコメンデーション、機械翻訳、ソー
シャルネットワーク分析

広告 広告のクリック率予測
ヘルスケア MRI画像による医療診断
マルチメディア 音声認識、画像認識
機 械・製 造 業
など 故障・異常検知

 ▼表1　機械学習の事例

機械学習による
学習

学習：既存のデータの
2つのクラスを分ける
ための、直線を引くイ
メージ

機械学習による
予測

予測：きっと先ほど引
いた直線ならば、ほか
のデータも分けられる
だろう

 ▼図2　機械学習による学習と予測

ビジネスの変革をもたらす機械学習
深層学習、人工知能との違いとは 1第　　章
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など多数存在します。これらのアルゴリズムに
ついてはどこかで耳にしたことがあるかもしれ
ません。それぞれのアルゴリズムについての解
説は、誌面の都合上、ほかの書籍に任せたいと
思います。参考文献［1］［2］を参照してください。

機械学習の性質を知る

　表1で取り上げた機械学習の事例は、実はど
れも人が判断できる法則ばかりです。ここで、
人と比較することで機械学習にはどのような特
徴があるのか説明します。

人と比較して機械学習の得意なところ
　人と比較して、機械学習には次のような有利
な点があります。

・人手で処理できる量以上に「大量に処理」で
きる

・人の処理速度以上に「高速に処理」できる
・人が判断するよりも「高精度に判断」できる
ことがある

　しかも、コンピュータは疲れることを知りま
せん。これらの利点が大きな要因となり、機械
学習は実世界においても利用されています。
　日常の生活でも、機械学習による大量・高速
な処理の恩恵を実感できます。たとえば、迷惑
メールを除外する機能であるスパムフィルタリ
ングがあります。もしこの機能がなければ、途
方もない数の迷惑メールを人手でひとつひとつ
閲覧してゴミ箱に捨てなければなりません。し
かし機械学習を用いれば、容易に大量・高速に
迷惑メールを除外できます。
　また、機械学習が高精度に判断できる最近の
事例として、Facebook社によるDeepFaceと
いう人間の顔認証技術が、人と同等以上の顔認
証の精度を実現しています。特定の分野につい
ては、人の判断や処理に要する時間やその精度
を上回っていることは明らかです。とくに「深
層学習」と呼ばれる機械学習の技術が、高精度
に判断できる要因となっています。このような

背景もあり現在、深層学習の研究開発が盛んに
行われています。

人と比較して機械学習の苦手なところ
　逆に、人と比較して機械学習を用いるには難
しい場面もあります。

・�「少ない情報から推論する」ことが得意では
ない

・状況の変化に対して柔軟に対応する

　データが少ないと機械学習を利用することは
難しいでしょう。人は少ない情報から推論する
ことが得意ですが、これは機械学習では苦手な
処理です。冒頭でも触れましたが、やはりデー
タが大量にあることで機械学習は力を発揮します。
　また機械学習のロジックは、アルゴリズムの
組み合わせでしかないので、ルールに当てはま
らないような処理に対応することが苦手です。
たとえば、再びスパムフィルタリングの例を考
えてみましょう。スパムフィルタリングも万能
ではなく、度々、人が正常であると判断される
メールについても迷惑メールフォルダに振り分
けられていることがあると思います。この問題
が生じる理由としては、過去のデータから学習
したルールに当てはまらない事象が生じてしまっ
たことが原因となっています。

深層学習とは？

　以下、やや正確性に欠けるかもしれませんが、
深層学習を簡単に理解してもらうために、機械
学習における深層学習の位置づけと、簡単な歴
史を解説します。より詳しい解説は参考文献［3］

［4］を参照してください。

深層学習の位置づけ

　深層学習は、そもそも機械学習における一分
野であるニューラルネットワークが発展して形
成された分野であり、図3のような枠組みとし
て概観できます。そのため、「機械学習、その

第　 特集 になりたい！私も機械学習機械学習
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中でもニューラルネットワークを理解したあと
に深層学習は取り組むべきものであって、機械
学習入門者がいきなり取り組む分野ではない」
ことを注意しておきます。

深層学習小史――深層（ディープ）
までの道のり

　ニューラルネットワークの歴史は古く、
1940年代には研究が開始されていた分野であり、
最近突如登場した技術ではありません。
　ニューラルネットワークは、脳の一部（ニュー
ロン）の構造を単純化して数学的にモデル化し
た「形式ニューロン」注1から構成されるネット
ワークです。ニューラルネットワーク研究のお
もなブレイクスルーとしては、次が挙げられま
す（図4）。

・1958年のFrank Rosenblattによるパーセプ
トロン

・1986年のDavid E. Rumelhartによるバック
プロパゲーションネットワーク

・2006年のGeoffrey Everest Hintonらによ
るディープビリーフネットワークなど

　これらの発表に伴い、ブームが起きては下火
になるということを繰り返しています。とくに
2006年ごろからこれまで実現し得なかった多
層のニューラルネットワークが実現されたこと
で、画像認識、音声認識、機械翻訳などさまざ
まな領域のタスクで、次々と劇的な精度向上が

注1） いくつかの入力に対して入力の合計が一定以上になると発
火（出力）が起きるしくみ。

見られるようになります。これを機に「深層学
習（Deep Learning）」という分野として確立さ
れます。そして、現在も活発に研究がなされて
います。

機械学習と深層学習の 
混同されやすいところ

　昨今の深層学習ブームによって深層学習という
言葉が独り歩きして、クローズアップされがちです。
そこで従来の機械学習技術と比較して、深層学習
に対して勘違いされやすい事柄を整理します。

深層学習なら自動で特徴抽出を行える？
　画像認識における深層学習の技術として、畳
み込みニューラルネットワークという技術があ
ります。この技術により、従来の画像認識技術
（局所特徴抽出やコーディング手法など）を要
することなく、そのままの画像から学習するこ
とが可能となったことで、自動で特徴抽出でき
るという解説をよく目にするかと思います。
　しかしこれが意味するところは、画像データ
に対する畳み込みニューラルネットワーク技術
の特徴であって、あらゆるデータ（社内の文章や、
売上などの数値データなど）に対して自動で特
徴抽出を行えるということは意味していません。
　また、対象が画像であれば何でも自動で都合
の良い特徴抽出をしてくれる技術ではありませ

決定木 サポートベクトルマシン

その他の
機械学習アルゴリズム

ニューラルネットワーク

機械学習

深層学習

 ▼図3　深層学習の位置づけ

形式
ニューロン

バックプロ
パゲーション
ネットワーク

パーセプ
トロン

入力 x

入力 x 出力 y

入力 x

重みw

重みw

重みw

… … …

ディープ
ニューラル
ネットワーク

… … ……

 ▼図4　ニューラルネットワークの発展

ビジネスの変革をもたらす機械学習
深層学習、人工知能との違いとは 1第　　章
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ん。実務で利用するためには、ノイズになるよ
うな画像はクロッピング（切り抜き）といった
加工をしたりとさまざまな前処理が必要となる
ため、前処理が不要という意味ではないことに
注意しておきます。そのため、「従来の機械学
習技術適用時と同様に、前処理を要する」こと
が多々あります。

深層学習を適用すれば従来の機械学習と比
較して精度が向上する？
　深層学習により画像認識や、音声認識、機械
翻訳などさまざまな領域で精度向上のブレイク
スルーがあったため、深層学習であれば精度向
上が期待できそうですが、実際にすべてのタス
クで精度向上が期待できるわけではありません。
たとえば、マーケティングなどにおける商品の
売り上げ予測や、商品のレコメンデーション、
広告のクリック予測など、特徴量の作り込みに
よって精度の良し悪しが大きく決まるような領
域では、従来の機械学習技術でも十分な高精度
モデルを構築でき、とくに深層学習を必要とす
るわけではありません。
　深層学習では、対象となるタスクの向き不向
きやデータの性質が大きく精度に起因します。
そのためビジネスにおいて、深層学習を活用す
ることと、従来の機械学習を活用することは大
きく異なります。適用したいタスクの性質につ
いてきちんと理解して、深層学習の適用を検討
しましょう。

人工知能とは？

　よく機械学習と同じように語られるものとし
て「人工知能」があります。人工知能といえば、
SFの世界でも登場するドラえもんやターミネー
ターのようなロボットのおかげで親しみやすく
身近なものとして感じられるため、機械学習と
聞くと最初は人工知能のようなものを想像され
たかもしれません。しかし、機械学習は人工知
能と似ているものの、目的や用途などの面で少

し異なります。ここで人工知能とは何か、また
機械学習と人工知能の違いを解説します。

汎用人工知能と特化型人工知能

　単に人工知能といっても、大きく2種類に分
けられます。それは「汎用人工知能」と「特化
型人工知能」です。
　汎用人工知能というのは、異なる領域にて多
様で複雑な課題を解決する知能のことです。汎
用人工知能の特徴としては、設計時の想定を超
えた新しい問題を解決できる、また自己理解・
自律的自己制御が可能であるとされています。
このように意識や意欲を持って課題に取り組め
る人工知能の実現は極めて難しく、現在でも最
先端の研究課題となっています。
　一方で特化型人工知能というのは、個別の領
域において知的に振る舞う人工知能のことです。
特化型人工知能は汎用人工知能とは異なり、自
律的に学習する能力を持っていないため、人間
が課題を発見して人間が能力を高めていく必要
があります。特化型人工知能はすでにいくつか
実現されています。最近の事例としては、
iPhone（iOS）に搭載されているパーソナルア
シスタントのSiriや、囲碁の世界トップクラ
スのプロ棋士を破ったGoogle DeepMind社に
よるAlphaGoなどが挙げられます。

機械学習と人工知能の 
混同されやすいところ

　普段目に触れている人工知能が特化型人工知
能ということがわかったところで、よく混同さ
れがちな機械学習と人工知能（とくに特化型人
工知能）の違いを見てみます。さまざまな文献
を参照しても諸説あり、明確な定義はなかった
のですが、筆者は次のように理解しています。

・人工知能：人間がするような行動を「人間と
同じように」機械にやってもらうこと

・機械学習：人間が簡単に判断するようなこと
を「機械がやりやすいように」機械にやって
もらうこと

第　 特集 になりたい！私も機械学習機械学習
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　よりはっきりとイメージしてもらうために、
人間が利用する例で具体的に見てみます。人間
が「機械学習について知りたい」と思ったときに、
人工知能と機械学習を道具としてどのように利
用するでしょうか。

・人工知能を利用する：iPhoneに向かって「Hey 
Siri」と声をかけて「機械学習とはなんです
か？」と尋ねる。SiriはWebサイトから機械
学習のページを検索し、該当しそうなペー
ジから「機械学習とは～」を読みあげる

・機械学習を利用する：Google検索で「機械
学習」というワードを検索する。Googleの
検索エンジンは、膨大なWebページの中か
ら「機械学習」に関連していそうなホームペー
ジを列挙し、人間に見てもらう

　「機械学習について知りたい」という要望にど
ちらもコンピュータが対応していますが、さま
ざま部分で異なることが見て取れると思います。
　SiriはiOSが備えている人工知能の機能です。
人間が尋ねた「機械学習とはなんですか？」とい
う音声を認識し、その文章を解釈しました。それ
に対して適切な回答を見いだして、1つに絞り、
検索に該当したページの中の該当個所を読みあ
げています。
　一方、機械学習の機能としてのGoogle検索
の場合、人間が機械にも解釈しやすいように「機
械学習」というワードまで切り出して検索して
もらいます。ここで、人間が必要としている機
械学習の情報の詳細が何かはわからないため、
「機械学習」に関連していそうなホームページ
を列挙しているだけです。列挙されたホームペー
ジから本当に必要な情報は、人間が解釈して見
つけなければいけません。
　このように、人工知能を利用する場合は「依
頼する」形に近く、依頼された人工知能側がど
うするかは人工知能自身にゆだねられます。ひ
るがえって機械学習の場合は「利用する」形に
近く、利用のタイミングや利用にあたってのデー
タの入力方法などは人間自身が判断します。人

工知能には部分的に機械学習の技術が含まれま
すが、このように利用形態においていくつか違
いがあることがわかるかと思います。

深層学習と人工知能の 
混同されやすいところ

　これまで解説したように、深層学習は機械学
習の一分野のアルゴリズムの総称です。それに
対して人工知能はシステムであるため、根本的
に両者は異なります。それにもかかわらず、混
同して語られやすいのは、人工知能システムに
深層学習の機能が組み込まれている場合がある
からだと考えています。また、深層学習が人間
の脳を模倣して作られた技術という表現が広く
伝わってしまったことも、1つの要因であると
考えています。そこで混同されやすい点につい
て丁寧に解説します。

深層学習は人間の脳を模倣して作られている
技術？
　よくニュース記事などで語られるお馴染みの
解説ですが、深層学習は人間の脳を模倣して作
られている技術という表現を度々目にします。
そもそも深層学習のもととなっているニューラル
ネットワークは、脳の一部（ニューロン）の構造
が着想にあるとされています［5］。また、画像認
識における畳み込みニューラルネットワークに
おいて、畳み込みとプーリングという基本的な
画像処理を行いますが、これらは生物の脳の視
覚野に関する神経科学の知見をヒントとしてい
ます［6］。
　このように画像認識における深層学習（畳み
込みニューラルネットワーク）については、人
間の脳を模倣した技術の着想がいくつか見られ
るため、このように語られるのだと考えられま
す。しかしそれを理由に、「深層学習＝人間の
脳を模倣した技術＝人工知能」と解釈してはい
けません。人間の脳から着想を受けている部分
に関しては、画像認識技術に関することがほと
んどであって、「画像認識技術＝人工知能」と

ビジネスの変革をもたらす機械学習
深層学習、人工知能との違いとは 1第　　章
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いうわけではないからです注2。

深層学習だけで人工知能システムを構成して
いるわけではない
　最近、囲碁の世界トップクラスのプロ棋士を
破ったGoogle DeepMind社によるAlphaGoに
ついては、深層学習（畳み込みニューラルネッ
トワーク）に加えて、強化学習という学習方法
で学習しています。強化学習とは、環境情報（入
力）から取るべき行動（出力）を学びます。行
動を繰り返し行うことで良い（報酬が高くなる）
行動を学んでいくしくみです。
　AlphaGoのしくみに関して、大雑把にその役
割を分けると、囲碁の盤面を見る「眼」の役割
を果たすのが、深層学習（畳み込みニューラル
ネットワーク）であり、その状態を認識して適
切な行動を取るための役割を果たすのが、強化
学習です。最近のゲームAIなどには強化学習
のしくみが取り込まれており、さまざまなAI

において、この「状態の認識」にあたる部分で
深層学習が用いられており、深層学習だけで人
工知能が構成されているわけではありません［7］。

機械学習、深層学習、人工
知能のビジネス活用難易度

　これからのビジネスには深層学習や人工知能
の活用が必要だと声高に言われるような昨今です
が、機械学習、深層学習、人工知能をビジネス
で活用する難易度はそれぞれに異なります（図5）。
　たとえば、人工知能の例としてのAlphaGo

であれば、囲碁のプロ棋士に勝たなければ意味
がないですし、人間のように振る舞う必要があ
るという点で、求められる精度（水準）がとて
も高いです。一方機械学習は、たとえば、マー
ケティングなどで活用されるDM送付対象者の
選定や、迷惑メールのフィルタリング機能など、
多少予測に間違いがあっても、なんとか活用で

注2） ここでの人工知能とは、人工知能システム全体という意味
合いで使用しています。

きるものです。
　このように求められる精度に伴って、ビジネ
スにおける活用難易度も次第に高くなっていき
ます。また、機械学習はその多くが予測発見を
行うための道具として利用できるため、適用範
囲が広いです。一方人工知能では、それぞれの
人工知能の機能の特殊性からも、ビジネス活用
の範囲は限定されることが考えられます。たと
えば、AlphaGoのような人工知能を実現できた
ところでどうやってマネタイズすれば良いでしょ
うか？　自動運転が実現できたところでその安
全性は保証されるでしょうか？　とても難しい
課題です。
　このように深層学習ブーム、人工知能ブーム
の時代ですが、ブームにあやかってそれらを無
理に活用しようとせず、機械学習で事足りるか
どうか、しっかり検討する必要があるのです。

これからビジネスで活用が期待
される深層学習と人工知能

　最後に、今後ビジネスで活用が期待されるで
あろう深層学習と人工知能について解説します。
先進的なWeb系企業が実践しているニュース
記事から抜粋し、事例を交えて紹介します。

深層学習を使ったサービス

　Retty㈱が展開するグルメサイト「Retty」に

機械学習
・DM 対象者選定
・迷惑メールフィルタなど

深層学習
・画像認識
・画像生成
・超解像など

人工知能
・囲碁 AI
  （AlphaGo）
・自動運転
  など

求められる精度が高く
なり、ビジネス活用
難易度が高くなる

求められる精度

機械学習はビジネス活用範囲が
広いが、人工知能に向かって
いくほど、活用範囲は狭まる

ビ
ジ
ネ
ス
に
お
け
る
活
用
難
易
度

 ▼図5　機械学習、深層学習、人工知能の活用難易度

第　 特集 になりたい！私も機械学習機械学習
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おける、深層学習を使ったコスト削減の事例で 

す［8］。Rettyにおけるユーザが投稿する写真画
像を、料理／店舗外観／内観（店内）／メニュー
の4つに分類する仕事を、深層学習によって自
動化しています。従来、この分類の仕事はほか
の仕事と併せて外部に発注されており、分類の
仕事だけの概算で月に数十万円が掛かっていた
そうです。今では、分類の外注費用はほぼゼロ
とのことです。このように、外注している業務
の一部を切り出して深層学習によって自動化す
ることに成功しています。
　機械学習により業務の一部を自動化すること
は、とくに目新しいものでもなんでもなく、こ
れまでも活用されていました。とらえ方によっ
ては、機械学習で簡単に自動化できる範囲が、
深層学習によって画像も対象可能になったと言
えるでしょう。この例からもわかるように、深
層学習を活用すべき対象としては画像データが
最適です。そのため多くの企業において、画像
データが蓄積され、活用できる状態であること
が求められます。

人工知能を使ったサービス

　㈱リクルート住まいカンパニーは、スーモカ
ウンターというリアル店舗にて、注文住宅や新

築マンションの購入検討を相談できるサービス
を展開しています。そのサービスにおいて、
WebサイトにAIアドバイザー「スミヨ」という
人工知能のチャットボットを導入しています［9］。
この「スミヨ」に対してテキストを入力をして
話しかけると、リクルートテクノロジーズの研
究開発機関であるアドバンスドテクノロジーラ
ボ（ATL）が独自に開発した会話エンジン
「TAISHI」によって会話が分析され、会話デー
タベースから最適な回答が選択されるようになっ
ています。
　研究開発機関によって開発されているような
会話エンジンを、すぐに開発することは非常に
難しいでしょう。そのため、人工知能を使った
サービスの導入の敷居はとても高いといえます。
また、AIアドバイザーと言っても人間のスタッ
フが対応するほど細かい要求に対応できるわけ
ではありませんし、すべてをAIアドバイザー
任せることはできません。この例からもわかる
ように、人工知能の導入は非常に難しいうえに、
業務効率にも間接的な効果しか見込めず、人工
知能ブームの加熱ぶりに対して、人工知能の利
活用はとても難しい状況です。
　これら状況を理解して、人工知能の活用を検
討しましょう。ﾟ
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　ディープラーニング（Deep Learning：深層
学習）は 2012年の ILSVRC（ImageNet Large 

Scale Visual Recognition Challenge）という
画像分類コンテストにおいてCNN（Convolu 

tional Neural Network：畳み込みニューラル
ネットワーク）を用いたチームが圧勝して以降、
注目されるようになりました。2015年には
Chainer注1やTensorFlow注2がリリースされ、そ
れまであまり機械学習に手をつけたことがない
人も手軽にディープラーニングを試せるように
なりました。筆者はまさにこの流行りに乗って
ディープラーニングに手をつけた1人です。
　筆者がRettyに入社したのは2015年でした
が、当時Retty注3での写真の分類は人の手で行
われていました。それまで機械学習を手がけた
ことはありませんでしたが、TensorFlowは初
期のころからチュートリアル・サンプルが多く
提供されていたので独学しやすく、とくにサン
プルとして公開されていたCIFER-10のコー
ドは、少し改造するだけでRettyの写真分類に
使えそうだと思えたので自前のMac miniを使っ
て学習させて遊んでいました。それを当社
CTOの樽石（本特集第3章を執筆）に見せたと
ころとても乗り気になり、いつの間にか機械学

注1）  URL  https://chainer.org/

注2）  URL  https://www.tensorflow.org/

注3）  URL  https://retty.me/

習基盤（後にいうAKIBA。第3章参照）がそろ
えられ、筆者は機械学習担当としていろいろや
らせてもらえるようになりました。
　筆者自身もともとは生物系の研究をしていた
人間で機械学習や情報系のバックボーンを持っ
ていないので、この2年はサンプルコードや論
文を読みながら、画像の分類から、超解像、そ
してキャッチコピーの生成や口コミ解析など少
しずつRetty内のデータにディープラーニング
を応用しています。
　本稿ではこの2年で筆者が画像処理から自然
言語処理へとディープラーニングを応用していっ
た流れに沿って、とくにCNNに焦点を当てて
ディープラーニングの手法を解説していきます。
　途中載せるコードにはディープラーニング用
ライブラリのKeras注4を用います。Kerasは
Pythonで書かれていて、バックエンドに
TensorFlowかTheano注5を使えます。本稿の
コードはTensorFlowをバックエンドに使うこ
とを前提にします。
　インストールはpipコマンドでできます。

$ pip install tensorflow
$ pip install keras

注4）  URL  https://keras.io/

注5）  URL  http://deeplearning.net/software/theano/

本章では、口コミでおいしいお店を探せるWebサービス「Retty」での機
械学習導入の事例をもとに、ディープラーニングによる簡単な画像分類と
ドキュメントの分類を解説します。ソースコードを入手して、手元で試して
みてください。

Author  氏原 淳志（うじはら あつし）　Retty㈱

2第　　章 ディープラーニング入門
CNNで画像分類とドキュメント分類に 
チャレンジ！
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　最新のPythonを使っていればpipコマンド
はすでにインストールされているはずですが、
ない場合は公式サイト注6を参考にインストール
してください。
　KerasはデフォルトではTensorFlowを使お
うとするので、インストールさえできれば設定
はとくに必要ないはずです。
　どちらのバックエンドを用いても基本的には
変わらないのですが、TensorFlowとTheano

で一部互換性がない部分があるので注意してく
ださい。
　なお、本稿で紹介する画像分類のモデルとド
キュメント分類のモデルのソースコードを用意
しました。本誌サポートWebサイト注7よりダ
ウンロードしていただき、記事を読みながらコー
ドを追ってみてください。

畳み込み
ニューラルネットワーク

　畳み込みニューラルネットワーク（CNN）は
画像から特徴を抽出するのにとても優れた性能
を誇ります。ディープラーニング以前では、画
像の機械学習といえばまず画像から何らかの特
徴量を抽出してくることが必要でした。たとえ
ばエッジ抽出であったり、SIFTやSURF注8な
どさまざまな手法があります。しかし、ある問
題に対してどのような特徴量を利用していくか
を決めるのは専門家の職人芸の部類の話で、素
人にはなかなか難しいことでした。
　CNNでは、この特徴量の抽出そのものを
ニューラルネットに任せることができます。画
像の特徴量ではなく、画像そのものを入力とし
て使うことができるため、どのような特徴量を
利用するかを考える必要がありません。そのう
えとても性能がいいので、今や画像を扱う機械

注6）  URL  https://pip.pypa.io/en/stable/installing/

注7）  URL  http://gihyo.jp/magazine/SD/archive/2017/201708/
support

注8） SIFT：Scale-Invariant Feature Transform。SURF：
Speeded Up Robust Features。いずれも画像の特徴量を
抽出する手法。

学習でもCNNがほぼ一強と言っていいほどよ
く使われています。
　CNNでは畳み込み層とプーリング層を組み
合わせて使います。簡単に言うと、畳み込み層
は特徴抽出をする層、プーリング層は画像の少々
の歪みや移動に対して強くするようにする層で
す。まずはそれぞれについて説明して、そのあ
と簡単な画像分類のためのニューラルネットワー
クを組んでみましょう。

畳み込み層

　ここでは畳み込み層のしくみを軽く確認して
おきましょう。ライブラリを使うときに設定す
るパラメータが何を意味しているのか、ある程
度イメージできればいいです。
　畳み込み層のざっくりとしたイメージは、入
力をその特徴を表現した特徴マップ（feature 

map）に変換する、です。
　図1は畳み込みで画像を特徴マップに変換し
ているところを表しています。これは縦7ピク
セル×横7ピクセルの画像を縦3×横3のカーネ
ルでストライドを縦1、横1として畳み込みをか
けています。さあ、前の文が何を言っているの
かわかりませんね。分解して見ていきましょう。
　入力に使われているのは縦7×横7の画像で
す。RGB画像でもいいのですが、単純のため
にここではグレースケール画像としましょう。
グレースケール画像は1画素が0～255の間の
数値をとります。CNNにかけるときは255で

7×7画像

カーネル

5×5特徴マップ

 ▼図1　畳み込み層の動作イメージ
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割って0～1.0にしたり、128引いてから128で
割って-1.0～1.0にしておくといいでしょう。
　次に、縦3×横3のカーネルとは何でしょう
か。CNNでは決められたサイズに画像を切り
取り、切り取られた画像片に対してカーネル
（フィルタと呼ばれることも）で処理して1つの
値を変換します。これを画像全体に対して行い
ます。カーネルがどのように画像片を値に変換
するのかということが、CNNで学習される部
分になります。このカーネルのサイズが縦3×
横3だと切り取る画像のサイズは縦3×横3の
9ピクセルとなります。
　次にストライドとは何でしょう。これは上記
カーネルをずらす幅のことです。横のストライ
ドが1であれば、カーネルは横に1ピクセルず
つずれながら適用されていきます。縦1、横1

なので横にも縦にも1ピクセルずつずれながら
画像全体にカーネルをかけていきます。
　7×7の画像・3×3のカーネル・縦1、横1

のストライドであれば、できあがる特徴マップ
のサイズは5×5になります（図1右）。以上を
ふまえてKerasでここまでがどのようなコード
になるかを見てみましょう。
　リ ス ト 1はKerasのコードの抜粋です。
Conv2Dは画像のような2次元のものに対して
畳み込みをかけるときに使います。
　第1引数の1はカーネルの数です。カーネル
は複数種類学習させることができ、k個のカー
ネルを使えば出力される特徴マップはk個にな
ります。
　第2引数はカーネルのサイズです。横 , 縦の
順で指定します。
　input_shapeは入力される画像のサイズです。
（1, 7, 7）の最初の1はチャネル数です。グレー

スケールなので1ですが、RGBであればR、G、
Bそれぞれに値があるので3になります。7, 7

は画像のサイズですね。
　border_modeは現時点であまり気にする必要
はないのですが、パディング注9のしかたです。
畳み込みを普通に行えば、出力される特徴マッ
プのサイズは入力される画像のサイズより小さ
くなります。そこで画像の周りに0を付け足し
て7×7画像を9×9画像にしてやると、出力
される特徴マップのサイズが7×7になり、入
力画像のサイズと同じになります（図2）。こう
したほうが都合がいい場合もあるのですが、今
回はパディングは行わないのでそういうものも
あるんだと思っておけばいいです。
　activationは活性化関数を指定するもので、
これも現時点ではあまり気にする必要はないで
す。ニューラルネットの層を重ねた際の表現力
を向上させるものだと思っておけばいいでしょ
う。分類問題の最終的な出力にsoftmaxという
活性化関数がよく使われるので、この名前は覚
えておくといいでしょう。
　どうでしょうか？　イメージはつかめたで
しょうか。要はあるピクセルとその周りの一定
範囲にあるピクセルをまとめて特徴値を計算す
るというのを、全ピクセルに対して行っている
という感じです。

プーリング層

　ここでは畳み込み層とセットで使われるプー
リング層について説明します。ただ、プーリン
グ層はいろいろな種類があって必ずこうなって
いるというものでもありません。プーリング層
の役割と、代表的なプーリング層がどうやって
その役割を果たしているのかを見ていきましょう。
　前にプーリング層は、画像の少々の歪みや移
動に対して強くする層、と言いました。たとえ
ば猫が走っているところを、固定した iPhone

でバースト撮影（高速連写）した場合を考えて

注9） padding。簡単に言うと、足りない部分を埋めること。

 ▼リスト1　Kerasでの畳み込み層

from keras.layers import Conv2D

Conv2D(1, (3, 3), strides=(1, 1), input_ｭ
shape=(1, 7, 7), border_mode='valid', ｭ
activation="relu")
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みてください。連続したバースト写真にはほん
の少しずつ猫がずれて写っているでしょう。こ
れをそれぞれ畳み込み層に入力した場合、同じ
猫を同じ場所で撮影しているにもかかわらず、
特徴マップは変わってしまいます。もちろん少
しずれているんだから特徴も変わると言えばそ
のとおりなのですが、たとえば猫と犬の画像を
分類する分類機を作ろうとした場合には、そこ
まで細かいずれなどは必要ない情報なわけです。
　そこでプーリング層では特徴マップのある一
定の範囲について情報をまとめてしまいます。
こうすることでずれや歪みを吸収して結果が安
定するようにするのがプーリング層の役目です。
　たとえば、Max Poolingというプーリング層
は決められた範囲の中の最大の値を特徴値とし
て採用します。先ほど7×7の画像から5×5

の特徴マップを取り出しました。図3ではその
5×5の特徴マップの特徴マップに対して、3

×3のサイズでMax Poolingをかけています。

Kerasで書けば次のようになります。

from keras.layers import MaxPooling2D

MaxPooling2D(pool_size=(3, 3))

　プーリング層にはほかにも、最大ではなく平
均を採るAverage Poolingや、全体の最大、4

分割した画像のそれぞれの最大、16分割した
画像のそれぞれの最大……というように画像を
格子状に分割していき、それぞれの最大を採っ
ていくSpatial Pyramid Poolingのような特殊
なものも存在します。
　プーリングをかけると特徴マップから位置の
情報がなくなるので、超解像のように画像生成
をやる場合などでは、畳み込み層のみを使って
プーリング層は使わない場合もあります。

CNNでの画像分類

　画像分類を行う場合は上記の畳み込み層とプー
リング層を、畳み込み層→プーリング層→畳み
込み層→プーリング層→……と多層に重ねるの
が普通です。最初の畳み込み層・プーリング層
は画像から特徴を抽出していますが、その次で
は低次の特徴から高次の特徴を抽出していると
見ることができます。
　たとえば、人の顔の画像からまずはエッジが
抽出されて、次に輪郭、さらには鼻や目・口と
いうふうに少しずつ複雑な特徴をとらえていっ
ているという感じです。以前Googleが、You 

Tubeの動画から画像を切り出して学習をさせ
たところ猫を認識する層ができて、それを可視
化すると猫の顔に見えるものになったという話
題がありましたが注10、これなどはおもしろい例
かもしれません。
　そうして抽出された特徴マップを全結合層に
渡します。全結合層も複数層重ねるのが一般的
で、最終的に分類したいクラス数の次元まで次

注10）  URL  https://googleblog.blogspot.jp/2012/06/using-
large-scale-brain-simulations-for.html

7×7画像（padding） 7×7特徴マップ

 ▼図2　padding

0.3 0.2 0.1 0.2 0.6

0.9 0.1 0.3 0.4 0.6 0.9 0.4 0.6

0.9 0.8 0.8

0.7 0.8 0.8

0.1 0.1 0.2 0.1 0.5

0.3 0.2 0.6 0.8 0.7

0.7 0.1 0.4 0.1 0.3

 ▼図3　Max Poolingの動作イメージ
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元を削減します（図4）。
　本誌サポートWebサイトに用意したKeras

のモデル「image_classify.py」は、32× 32の
RGB画像を2つのクラスに分類するモデルです。
実行するには画像データを自分で用意する必要
があります。図5のようなディレクトリ構造に
して、画像を入れておいてください。簡単なも
のならこれでも分類できるでしょうが、さらに
精度を上げていくならCNNの層を増やしたり、
Batch Normalization層の追加、Dropout層の
追加、パラメータの調整などいろいろ工夫がで
きます。ぜひいろいろ試してみてください。

CNNの自然言語処理への
応用

　ディープラーニングにおいて自然言語処理に
はよくRNN（Recurrent Neural Network：リ
カレントニューラルネットワーク）が使われて
います。RNNはシーケンシャルな入力を扱う
のが得意なためです。しかし一般的に、RNN

はCNNに比べて学習が遅いです。そこで自然
言語処理にもCNNを使った論文が去年あたり
からよく出るようになりました。たとえば最近
では、Facebookが機械翻訳をCNNで実装した
という話題が5月に出ました注11。ここでは自然

注11）  URL  https://code.facebook.com/posts/1978007565 
818999/a-novel-approach-to-neural-machine-
translation/

言語処理の中でも、とくに文章の分類にCNN

を使う方法について紹介します。

自然言語の前処理

　自然言語をディープラーニングで扱うにはま
ず必要なことがあります。それは文章をニュー
ラルネットワークに流せる形に変換してやるこ
とです。つまりは文章を行列で表現することで
す。これにはどんな方法があるでしょうか？　
有名なのはword2vecでしょう。word2vecは単
語をベクトルとして表現する方法です。文章は
単語の配列なので、単語がベクトルとして表現
できれば文章はベクトルの配列として表現でき
ます。しかし、文章を単語の配列にするという
ところで、日本語の自然言語処理で考えなくて
はいけない問題に突き当たります。
　ある文を単語の配列にするということを考え
たとき、英文ではとても簡単です。なぜなら英
文では基本的に単語は空白で区切られているた
めです。しかし、日本語では単語の切れ目は空
白区切りのような単純なルールでは区切ること
ができません。

畳み込み
+

プーリング

畳み込み
+

プーリング 全結合層

0.1  犬
0.9  猫

﹇

　
　
　﹈

 ▼図4　CNNでの画像分類の動作イメージ
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+ーーimage_classify.py

+ーーdata
       +ーーtest（テストデータ）
               +ーー cat
                      +ーー ○○.png（猫の画像）

                    ……
               +ーー dog
                      +ーー ○○.png（犬の画像）

                    ……

       +ーーtrain（学習データ）
               +ーーcat
                      +ーー ○○.png（猫の画像）

                     ……
               +ーーdog
                      +ーー ○○.png（犬の画像）

                     ……

―
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 ▼図5　 image_classify.pyの実行に必要な画像デー
タの配置（犬と猫の画像分類の場合）
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How I want a drink, alcoholic of course,ｭ 
after the heavy chapters involving ｭ
quantum mechanics.

すもももももももものうち。

　日本語の文章を単語に分解するために用いら
れるのが形態素解析です。形態素解析用のツー
ルにはMeCabなどがあり、これを使えば文を
単語に分解できます。

すもももももももものうち

すもも  名詞 ,一般 ,……
も  助詞 ,係助詞 ,……
もも    名詞 ,一般 ,……
も  助詞 ,係助詞 ,……
もも    名詞 ,一般 ,……
の  助詞 ,連体化 ,……
うち    名詞 ,非自立 ,副詞可能 ,……

　しかし、この形態素解析には弱点があります。
それは未知の単語は扱えないということです（図
6）。もちろん辞書に単語を追加していけばい
いのですが、それが困難な場合もあります。
　Rettyの場合、メニュー名や店名などの固有
名詞や口コミならではの口語表現などが数多く、
辞書に追加しても新しい単語は次々に出てく
るため、形態素解析できちんと文章を分解で
きるようにするには辞書を整備し続ける必要
がありました。もちろんRettyでは自然言語処
理の基盤を作るためそのような辞書も整備し
ているのですが、これはとても手間のかかる
仕事です。
　ここで前に説明した画像の分類について思
い出していただきたいのですが、画像では写っ
ている物体をいちいち分解してCNNに渡した
りはしていませんでした。画像はピクセル単
位でCNNに入力されていました。ならば自然
言語でも同じことができるのではないでしょ
うか。つまり、文を単語ではなく文字に分解
して1文字単位で処理する。そして単語という

ような構造はニューラルネットワークに見つ
けさせる。そういうことができるのではないか、
ということです。それがCharacter-level CNN

です。

Character-level CNN

　Character-level CNNは 2015年ごろから
見るようになった手法です注12。Character-

level CNNのありがたい特徴の 1つは、上で
述べたとおり形態素解析が必要ないことです。
文を文字単位でCNNに入力して特徴マップ
に落とし込み、全結合層に流し込んで分類を
学習します。具体的にその手法を見ていきま
しょう。
　まずは文を文字単位に分解して文字の配列に
します。

注12）  URL  https://arxiv.org/abs/1509.01626

 ▼図6　形態素解析がうまく行かない例

# 辞書にない固有名詞
いぶりがっこのクリームチーズのせ

いぶり  動詞 ,自立 ,……
がっ    動詞 ,接尾 ,……
この    連体詞 ,……
クリームチーズ  名詞 ,一般 ,……
のせ    動詞 ,自立 ,……

# 辞書にない口語表現
ぉレ£∋ぅ⊇〃±〃レヽма£

ぉ  名詞 ,一般 ,……
レ   名詞 ,一般 ,……
£∋ 名詞 ,サ変接続 ,……
ぅ  名詞 ,一般 ,……
⊇〃±〃  名詞 ,サ変接続 ,……
レ   名詞 ,一般 ,……
ヽ  記号 ,一般 ,……
ма  名詞 ,固有名詞 ,組織 ,……
£  名詞 ,サ変接続 ,……

※「おはようございます」らしい
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いぶりがっこのクリームチーズのせ
　↓
[い , ぶ , り , が , っ, こ , の , ク , リ , ー, ム , チ , ー, ズ , 
の , せ ]

　次に個々の文字に固有のIDを割り当てます。
自分で IDを振ってもいいのですが、ここは簡
便のためUNICODEの値を代用しましょう。

[い , ぶ , り , が , っ, こ , の , ク , リ , ー, ム , チ , ー, ズ , 
の , せ ]
　↓
[12356, 12406, 12426, 12364, 12387, 12371, 12398, 
12463, 12522, 12540, 12512, 12481, 12540, 12474, 
12398, 12379]

　CNNで扱うには固定長であったほうが都合
がいいので、扱う長さを決めて、その長さに足
りないなら0でパディング、長すぎるなら決め
た長さで打ち切ります。

[12356, 12406, 12426, 12364, 12387, 12371, 12398, 
12463, 12522, 12540, 12512, 12481, 12540, 12474, 
12398, 12379]

10文字までなら10文字までで打ち切り
→ [12356, 12406, 12426, 12364, 12387, 12371, 
12398, 12463, 12522, 12540]

20文字までなら足りない分0で埋める
→ [12356, 12406, 12426, 12364, 12387, 12371, 
12398, 12463, 12522, 12540, 12512, 12481, 12540, 
12474, 12398, 12379, 0, 0, 0, 0 ]

　IDを埋め込み表現に変換します。これは ID

をone-hotベクトルにして、その次元削減を行
うところです（図7）。
　one-hotベクトルとは1つの要素の値だけ1で、
それ以外が0のベクトルです。この場合、扱う
IDの最大値と同じ大きさの次元のベクトルを
用意し、IDの値が示す要素だけを1にしてそ
れ以外を0にします。つまり、文字種が0xffff

個あるのであれば0xffff次元の0ベクトルを用
意し、「あ」が12355番めの要素なら12355番
めを1にします。これをたとえば128次元に次
元を削減することで、1文字が128次元のベク
トルとして得られます。
　次元削減というと面倒そうですが、幸いにも
埋め込み表現の学習はたいていのライブラリで
APIとして用意されているはずです。Kerasで
は「Embedding」というのがそれで、次のよう
に書きます。

from keras.layers import Embedding

Embedding(0xffff, 128)

　第1引数にone-hotベクトルの次元、第2引
数に削減後の次元を指定するだけでお手軽です。
　さて、ここまでの処理で実はすでに文字列が
画像と同じように扱える状態になっています。
文を固定長配列にするときに7文字にしたとし
ましょう。そして埋め込み表現で文字を7次元
のベクトルにしたとしましょう。そうすると、

one-hot 表現

4
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次元削減

 ▼図7　IDの埋め込み表現

1 文字が 7次元で 7文字だと 7×7画像と同じ

い
ぶ
り
が
っ
こ
の

 ▼図8　文字列が画像と同じ形になっている
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これは実は7×7のグレースケール画像と同じ
データの形になっています（図8）。
　文字列が画像と同じ形になったので、あとは
このまま畳み込みを行うことができます。
　ただ、ここで少し工夫をします。畳み込みで
はカーネルのサイズを決めて、それをスライド
させながら特徴量を計算していました。ここで
カーネルのサイズを、横を1文字の次元サイズ
分、縦を2文字分にして畳み込みを行います。
そうすると、文字列から2文字分ずつ取りなが
ら特徴マップを計算する畳み込みができます。
カーネルサイズを縦に3文字分、4文字分……
と変えていけば、それぞれ3文字分、4文字分
……ずつの特徴マップができあがります（図9）。
　これは何をしているのかというと、n-gram注13

を畳み込みで再現しています。そうして複数の
カーネルで畳み込みをした結果をそれぞれプー
リング層に流して、その後1つに結合すること
で複数種類のn-gramをした結果の特徴マップ

注13） 全文検索などで使われる手法で「N文字インデックス法」「N
グラム法」などともいう。隣り合うn個の文字をセットと
して扱う方法。たとえば「いぶりがっこ」を2-gramにする
と「いぶ」「ぶり」「りが」「がっ」「っこ」、3-gramなら「いぶ
り」「ぶりが」「りがっ」「がっこ」。

を作成します（図10）。
　こうして得られた結果を画像分類のときと同
じように全結合層に流せば、自然言語の分類モ
デルができあがります。実際のコードは本誌サポー
トWebサイトに用意した「char_cnn.py」です。

Character-level CNNの 
応用例

　筆者がRettyで実際にCharacter-level CNN

を応用した事例について紹介します。
　Rettyではお店に目的が割り振られています。
これによってたとえば「デート」という目的に
合った店を探すということができます。ここで
「デート」の目的に割り振られている店の口コ
ミを「デート目的店口コミ」とします。そして
それ以外の店の口コミを「デート以外目的店口
コミ」とします。これらを教師として、口コミ
を「デート目的店口コミ」か「デート以外目的
店口コミ」に分類する分類器を作成しました。
　この分類器を使うと、たとえばある店の口コ
ミをすべて分類器にかけたとき、9割の口コミ
が「デート目的店口コミ」だった場合、その店
はデートに使える店なんじゃないかという判断
ができるのではないかと考えました。実際の例
を見てみると、

武蔵小山の焼き鳥ワインのお店。ここは全般美味
かった !値段は決して安くは無いですが、ワインも
全てBioワインとの事。焼き鳥はおまかせコース
がお勧めとの事でしたので、そちらで。店員さん
の接客も最高で是非行ってみて下さい。

　この口コミは「デート目的店口コミ」率が
99.99％となりました。しかし同じく焼き鳥の
店ではあるものの、次の口コミは0.001％以下
でした。

駅直結 !!という立地の良さから選びました ?焼き鳥、
水炊きなどなど頼みましたが、鳥がぷるぷるで美
味しかったですよ !!仕事終わりの方たちがサクッ
と一杯 ...というイメージですかね。でも値段もリー
ズナブルでなかなか良かったです♪
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 ▼図9　CNNでn-gramを真似する

ディープラーニング入門
CNNで画像分類とドキュメント分類にチャレンジ！ 2第　　章



34 - Software Design

　このように同じ焼き鳥でもきっちりとデート
に使えそうな店の口コミを見分けてくれるよう
になりました。この分類器は「デート」にアサ
インされている店が問題ないか、「デート」に
アサインされていない店で「デート」にアサイ
ンしたほうがいい店はないか、などの調査に利
用されています。

Character-level CNNの 
さらなる応用例

　ここまで、Character-level CNNで文章の分
類を行う例を紹介しました。分類ができるよう
になったということは、文から特徴を抽出でき
たということです。全結合層を最後まで使わず、
たとえば128次元くらいにまでした層から別の
ニューラルネットワークにつなぎこむことで、
文を128次元の特徴ベクトルに変えてその特徴
を利用するネットワークを構築することができ
ます。文の特徴を得ることができるなら、たと
えばある店の口コミ全体の特徴を抽出して、そ
の結果をLSTM（Long short-term memory）に
流してキャッチコピーを自動生成する、という
ことができるかもしれません。実はこれはすで

に挑戦していて、ある程度はそれらしいキャッ
チコピーを作ることはできています（実用には
回せないレベルでしたので要改善ですが……）。
画像でもCNNで得られた特徴を使ってさまざ
まなことが試されていますので、Character-

level CNNを活かせばさらにおもしろいことが
できるかもしれません。

最後に

　本稿ではCNNを画像分類から始め、自然言
語の分類へと応用していった流れについて紹介
しました。イメージさえつかめれば、ライブラ
リを使って自分独自のニューラルネットワーク
を構築することもできるでしょう。CNNは、
画像系だとほかにも超解像やGAN（Generative 

Adversarial Network）での画像生成、写真の
スタイル変換など広範囲で利用されており、自
然言語処理でも機械翻訳に利用されるなど非常
に応用範囲の広いものですので、ぜひいろいろ
挑戦してみてください。ﾟ
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 ▼図10　複数の畳み込み結果の結合

第　 特集 になりたい！私も機械学習機械学習
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　深層学習（ディープラーニング）がもたらし
た変化は、多分にもれず自然言語処理において
も大きな変化をもたらしました。この変化によっ
て、第2章で紹介した文字単位で機械学習モデ
ルを構築するような、深層学習以前の自然言語
処理からすれば力技のような手法も容易に実現
できるようになりました。本コラムでは、これ
までの自然言語処理の処理方式との比較を行い、
あらためて深層学習によってもたらされた変化
について見ていきます。

テキスト分類から見る
深層学習による変化

　第2章と同様テキスト分類の問題を対象に、
典型的な処理を図1に示します。
　図中に示したような主題とする問題（今回の
場合はテキスト分類）を、いくつかの部分問題
に切り分けて取り組むことが多いです。今回の
例では「前処理」「構造解析」「特徴量抽出」「モ
デルの構築」「評価」の5段階に切り分けていま
す。このような、上流の処理の結果を受けて下

流の処理の入力へ出力をつなげていく処理方式
を逐次処理（パイプライン処理）と呼びます。
　実際の機械学習のプロジェクトに取り組む際
には下流の設計から行い、下流の処理が十分に
機能するような上流の処理を設計します。各処
理の詳細を下流から追って見ていきましょう。

評価

　機械学習のモデルの質を評価するものです。
学習用のデータと評価用のデータを分けて評価
することで、学習時に含まれていないデータに
対し性能が維持できるかを確認します。評価と
いっても観点はさまざまです。2値分類ならば
（予測が合っている数）／（予測した数）といっ
た正確さ（accuracy）の評価になります。また
機械的な評価だけでは「モデルの間違え方の妥
当性」や「間違えてほしくない問題」といった
ような質的観点からの評価は難しいため、人手
による評価も考えられます。
　これらの評価の設計は、モデルをどのように
構築するか？を決める重要な指針となります。

Author  竹野 峻輔（たけの しゅんすけ）　Retty㈱

自然言語処理エンジニア
から見た深層学習

COLUMN

1

設計の方向

データの処理（実際の開発）の向き

深層学習で一元的に取り扱える領域
～データ量と質に依存

前処理
●  顔文字・AA 除去
●  文分割
●  テキストの
  正規化

構造解析
●  形態素解析
　　－わかち書き
　　－品詞付与

●  係り受け解析
●  固有表現抽出
●  ポジネガ解析

特徴量抽出
●  単語 / 文字 n-gram
●  単語の原形の抽出
●  ストップワード
●  単語埋め込み

●  トピックモデル
●  次元削減
●  単語の重み付け
●  特徴量の正規化

モデルの構築
●  手法の選定
●  モデルの学習
●  ハイパー
  パラメータ探索

評価
●  機械的
●  人手

 ▼図1　典型的な自然言語処理の流れと深層学習の対比

GOAL!
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モデルの構築

　実データからモデルの構築を行います。有名
なモデルとして、たとえばロジスティック回帰
（Logestic Regression）やランダムフォレスト
（Random Forest）、サポートベクターマシン
（Support Vector Machine）といった手法が挙
げられます。ハイパーパラメータと呼ばれる手
法ごとに調整可能な値を、評価用のデータセッ
トとは別の開発用データセットを利用し、決定
する必要があります。
　この部分に関しては、入力と出力を抽象化で
きるため、共通化も行いやすく、ユーザはほと
んどの手間なく記述できます。

特徴量抽出

　下流のモデルの構築においては、テキストデー
タのままでは取り扱いづらいため、計算機が取
り扱いやすいベクトルまたは行列表現になおす
必要があります。自然言語処理では単語ごとの
頻度を数えただけのBag-of-Words（BoW）表
現と呼ばれる形式がよく利用されます。これだ
けでは単語ごとに隣接した単語の情報が失われ
てしまうため、連続した単語をひとかたまりの
単語と考えて取り出すn-gram（第2章参照）も
よく使われます。
　この変換の際に後段のモデルが学習しやすい
ようなさまざまな工夫を凝らすことで、精度の
大幅な改善が期待されます。このことから特徴
量抽出もしくは素

そせい

性抽出と呼ばれています。た
と え ば、LDA（Latent Dirichlet Allocation）
を始めとするトピックモデルや、word2vecの
単語埋め込み（分散表現）、TF-IDF（Term Fre 

quency-Inverse Document Frequency）などによ
る単語の重みづけ、ICA（Independent Compo 

nent Analysis）や PCA（Principal Component 

Analysis）や NMF（Non-negative Matrix Fac 

torization）など効果的に学習を行うためのさ
まざまな工夫がこれまでに考案されています。

構造解析

　自然言語処理の特有の処理となるのがこの構
造解析です。抽出したい特徴量に合わせて、テ
キストに構造情報を付与します。日本語でいえ
ば、英語のように単語間の区切りが明確ではあ
りません。英語のように空白区切りを付与する
処理を分かち書きと呼びます。品詞付与も併せ
て行う場合には形態素解析と呼びます。この処
理ののち、係り受け解析や固有表現抽出、文章
がポジティブな意味合いを持つのか、ネガティ
ブな意味合いを持つのかを解析するポジネガ解
析など、モデルの学習に必要な特徴量に合わせ
て解析を行います。

前処理

　アスキーアートや顔文字などが含まれるテキ
ストに対しては、意図しない解析結果を生み出
し、下流の処理のノイズになり得ます。これだ
けでなく、テキストを1行1文と整えるための
変換を施したり、テキスト中に存在する制御文
字も取り除いたりする必要があります。これら
を正規表現などを駆使し、あらかじめ取り除く
ことで下流の処理を安定させることができます。

深層学習は
銀の弾丸になり得るか？

　深層学習によってもたらされた変化は非常に
大きいものです。ここまで挙げた前処理、構造
解析、特徴量抽出、モデルの構築を行わずに、
深層学習だけでの実現も可能になりました。逐
次処理と対比して一気通貫（end-to-end）処理
と呼ばれることも多いです。この変化は非常に
驚異的なことです。
　自然言語処理を始めたい、と考えたときには
図1に示したような処理を上流から構築する必
要があります。応用的な問題であればあるほど、
この「ヤクの毛刈り」のように連なる処理を目
的のタスクごとに作る必要がありました。また
改善を施すためには形態素解析をはじめとする

第　 特集 になりたい！私も機械学習機械学習
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構造解析について理解する必要があるため、前
提となる知識は多く、初期参入は大変だったよ
うに思います。
　それに比べて、自然言語処理だけでなく画像
処理や音声処理などにも共通して使える枠組み
である深層学習は「まずはやってみる」という
観点から初心者にとってはむしろ簡単といえる
のではないでしょうか。

深層学習に置き換える 
トレードオフ

　深層学習は非常に柔軟な枠組みの1つではあ
りますが、一方でその能力の限界についても同
様に把握する必要があるでしょう。たとえば第
2章で解説したCNNを利用した文書分類のモ
デルでは特徴量抽出、構造解析、前処理を省略
したモデルの学習を行うことができます。しか
しながら、十分な精度を担保するためには比較
的大量のデータと学習時間を必要とします。こ
れは、CNNを利用したテキスト分類では、入
力をただの文字のつらなり（＝画素）として捉
えるため、意味的なまとまりをモデルに獲得さ
せるために多くのデータを要するためです。
　誤りの原因を分析し、改善することを考える
点においても深層学習は不利になりやすいです。
深層学習のモデルの中身は階層的かつ膨大な数
値の羅列であるため、出力の決定過程が人間に
とって不透明であるためです。「良い結果は出
るが、なぜ出るかわからない」といった状況に
陥りやすくなります。
　すべてを深層学
習に置き換えてし
まうことで「人の手
が介在しやすい」部
分をあえて消して
いるという点につ
いて理解はしてお
く必要があります。

実問題に対し
向き合うために

　ここまで、自然言語処理における機械学習に
ついて紹介を行ってきました。このコラムの最
後として、少し視野を広げ、自然言語処理に限
らず、機械学習を利用したプロジェクトに対し
て取り組む際に必要な視点について考えてみま
しょう。
　根本的に重要になるのは、データとモデルと
問題設定の3つの観点をすべて持つことです。
この3つの関係性を図2に示します。
　データにおける観点とは、実際に利用できる
データの量や性質、どの程度そのデータが整備
または保守されているのかといった観点もここ
に含まれます。
　問題設定に対する観点とは、解きたい問題の
種類に加えて、プロジェクトに対する実際の成
果の要求の質や問題に取り組める時間、そして、
実際に運用するうえでの制約となる観点です。
　モデルの観点とは、その問題をどのように定
式化し、どのように解くかに対する観点です。
大量のデータ量を必要とする深層学習を選ぶか、
比較的少量のデータセットにおいても性能を発
揮できる手法を選ぶか、といった手法選択の部
分となります。
　成功する機械学習のプロジェクトの条件は、
これら3つの観点のバランスをうまく取ること
ができたプロジェクトと言えます（図2の黒色

解き方が
悪ければ
良いデータで
あっても
意味がない

問題設定が悪いと結果が生きない

データが
なければ
分析はできない

問題設定

データ モデル

問題設定

データ モデル

どれか 1つの範囲を広げることで適用範囲が広がる

 ▼図2　機械学習を利用したプロジェクトに対して重要になる3つの観点

自然言語処理エンジニアから見た深層学習 1
COLUMN
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で塗りつぶした部分）。逆にこれら3つのうち1

つでも疎かにすることで、そのプロジェクトが
失敗する可能性は途端に高くなります。これを
図2を使って説明します。
　良いモデルと良い問題設定であったとしても、
学習・評価するための適したデータがなければ、
当たり前ですが機械学習やその分析すら行うこ
とはできません。問題設定に対して関係性のな
いデータから正しい分析・予測は行えません。
　また良いデータと良いモデルが用意できたと
しても、問題設定が厳しいものであれば実際に
運用していくことは難しいでしょう。とくに決
定的になりやすいのが、機械学習のモデルが出
力する誤りに対してどれぐらい許容できるかで
す。誤りがほとんど許されないような問題設定
であればあるほど、機械学習を活用するのは難
しいといえるでしょう。
　そして良い問題設定と良いデータがあったと
しても、それに適うモデルを用意できなければ
実際に運用することはできません。500ミリ秒
以内に出力を返す必要があるにもかかわらず、
出力に1秒以上かかってしまうような場合は、
いくら精

せいち

緻で高精度なモデルが用意できたとし
ても運用することはできないでしょう。
　機械学習プロジェクトとは、これら3つの観
点の折り合いを探し続けることにほかなりませ
ん。3つの観点を同時に満たすというのは一筋
縄ではいかないのですが、一方で、これらの3

つの観点は、互いに互いを補うことができるよ
うになっています。
　問題設定が難しい場合には、複数のデータを
組み合わせる、もしくは複数の手法を組み合わ
せることで問題設定の難しさに対応することを
考えてみましょう。一方で、データが少ない場
合には、より少ないデータで動く手法の検討や、
問題設定を単純にすることを考えるべきです。
モデルの能力に限界がある場合には、異なるデー
タセットを組み合わせる、もしくは問題設定を
もっと単純に変え、モデルの能力が発揮できや
すくすると良いでしょう。

　この中で個人単位でなんとかできる観点、言
い換えると、属人的な部分はモデルの観点でしょ
う。さまざまな手法の向き・不向き、組み合わ
せ方を知ることで、より広い問題設定に対して
取り組むことができるようになります。
　他方で データや問題設定については、個人
単位というよりも、対象とするサービスや組織
など個人よりも広い部分に依存する部分です。
機械学習を活用できる幅を増やそうと考えた場
合には、これら2つの観点に対する整備を組織
的に作っていく必要があります。
　「ビッグデータ」というキーワードを走りに
近年では「人工知能」というキーワードのもと、
機械学習やデータ分析に大きな注目が集まるよ
うになりました。現実の問題の多くは、データ
の複雑性が人間の理解の範

はんちゅう

疇を超えるような問
題ばかりで、このような問題に対して深層学習
をはじめとする機械学習は、万能ではないなが
らも、これらをうまく取り扱える現状唯一の手
段といっても過言ではありません。これをうま
く活用することで、より良いサービス作りが進
むことには違いありません。
　一方で、うまく利用するためには機械学習の
手法に対する理解だけでなく、活用するための
頑健なログ基盤を整備したり、機械が扱いやす
い形式にデータを整理したりするなど、周辺の
整備を行っていくことも大事であることは忘れ
てはなりません。より良いしくみ作りを考えて
いきましょう。

終わりに

　本稿では、前半においては自然言語処理にお
けるこれまでの典型的な処理の流れと、深層学
習を導入することでの利点や欠点について説明
を行いました。後半では、少し抽象度高く、機
械学習をいかにうまく活用するかについて、話
の焦点を合わせた内容となりました。本稿をご
覧になったみなさんの参考になれば幸いです。
ﾟ
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GPUとは?

　GPUはGraphical Processing Unitの略で、
もともとコンピュータグラフィックス（CG）処
理を高速に行うための専用機器として開発され
ました。CGは、ポリゴン処理やテクスチャマッ
ピングといった処理を行いますが、これらの処
理は、浮動小数点演算などの数学的処理を一度
にたくさん行うため、たくさんの計算コアが必
要です。CPUは複雑な命令を駆使して、さま
ざまなことを汎用的に行うことができますが、
反面、1つのCPUコアのサイズが大きいため、
CPUのコア数を増やすのは容易ではありませ
ん。またさまざまなことを処理できるようにす
るために、トランジスタの数が増えるため、消
費電力も増えてしまいます。
　GPUは、さまざまなことを汎用的に処理す
る部分を省き、CG処理に必要な数学的計算処
理に絞ることで、1つのGPUコアのサイズを
小さくし、代わりに非常に多くのコアを搭載し
たデバイスです注1。このたくさんのGPUコアを
利用することで、ポリゴン処理やテクスチャマッ
ピング処理を高速に実行可能になりました。ま

注1） たとえばNVIDIA製のエンタープライズ向けGPU Tesla 
P100は、3,584個のコアを搭載しています。

た、トランジスタの数も減らせるため消費電力
も少なくて済みます。GPUは電気をたくさん
使うという話を聞くこともあると思いますが、
実はGPUは省電力な計算ユニットです。省電
力のための技術発展も著しく、その結果自宅で
動かすことも十分可能です。
　このようにGPUは、もともとCG処理のた
めの専用機器として開発されてきましたが、数
学的な計算処理を大量に行う別の用途でも活用
が可能です。これらの試み・技術をGPGPU

（General-Purpose computation on Graphics 

Processing Units）といい、その代表的な活用
例が機械学習です。

GPUの歴史

CG処理とGPUの誕生

　CG処理を行うための機器はコンピュータ黎
明期から開発されてきましたが、とくに1990

年代にグラフィックチップの開発で大きく発展
し、さまざまな企業がその技術開発にしのぎを
削ってきました。一時は約70もの企業がグラ
フィックチップの開発を行っていたほどです。
その後、1999年に米NVIDIA社が「1秒で1,000

万のポリゴンを処理でき座標変換などができる
シングルチッププロセッサ」GeForce 256を、

本章では、前章で解説した「Character-level CNN」をGPUを使って高
速に処理する、自宅で使えるコンピュータの作り方を紹介します。すでに
自宅にデスクトップコンピュータがあることを想定していますが、予算は約
2万円です。

Author  樽石 将人（たるいし まさと）　Retty㈱
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GPUとして発売したことで、GPUという呼び
名が一般化し、浸透していきました。

GPGPUへの応用とCUDA

　GPUのさらなる技術発展と、科学者や研究
者が複雑な演算を要する課題に取り組むための
道具へのニーズから、2006年にNVIDIAが
CUDAという「GPUのグラフィック処理機能
を汎用的な数学計算用途に活用できる技術」を
発表しました。CUDAはNVIDIA社のGPUの
みで利用可能なGPGPUアーキテクチャですが、
現在、機械学習を行ううえでは世界的に一般的
な基礎技術となっています。なお、そのほかの
GPGPUアーキテクチャとしては、AMD社の
AMD Stream、マルチベンダにおける互換性の
試みであるOpenCLなどがあります。

CUDAコアを搭載した
GPUの種類

　CUDAには新しい技術が次々と投入されてい
るため、GPUごとに使える機能が異なります。
そのため、CUDAにはCompute Capabilityとい
うバージョン番号が付いていて、利用する機械
学習フレームワークの対応バージョンをもとに、
適切なGPUを選ぶ必要があります。たとえば、
機械学習を行うのに一般的なTensorFlowを使
うにはバージョン3.0以上が必要です。ただし、
最近は組み込み向けなどの小さなGPU以外は
十分なCompute Capabilityを確保しているので
あまり気にしないでもよいでしょう。
　各GPUの対応Compute Capabilityは、NVIDA

のWebサイト注2を参照してください。

主要なNVIDIA GPU製品 
ラインナップ

　NVIDIAは、GPUの利用用途ごとにさまざ
まな製品ラインナップを持っています。ここで
は主要なものを紹介します。

注2）  URL  https://developer.nvidia.com/cuda-gpus

GeForce
　コンシューマ向けのGPUです。NVIDIA自
身はGPUを販売しておらず、各メーカーが
CUDAコアをNVIDIAから調達して、製造・
販売しています。おもにPCゲーム用のGPU

として販売されています。ただし、GPGPUと
しても利用可能でCompute Capabilityも最新の
ため、自宅でGPUを使った機械学習を行うに
は最適な製品です。本特集でもこれを使います。

NVIDIA Quadro
　NVIDIA自身が製造・販売しているGPUです。
おもにハイエンドなCG制作が必要な開発者向
けの製品です。NVLinkというNVIDIA独自の
データ転送バスを搭載することで、複数の
GPUを使ったCG処理のスピードを大幅に向
上します。映画制作などの現場で大活躍します。
　また、機種によっては半精度（FP16）の浮
動小数点演算に対応しているものもあり、単精
度に比べ大幅な高速演算を行うことも可能です。

NVIDIA Tesla
　Teslaはサーバ向けGPUです。クラウド事
業者が提供するGPUインスタンスにはこの
GPUが搭載されています。GPGPUを想定し
た製品で、NVIDIA Quadroからビデオ出力を
除いたり、2Uサーバに搭載可能なように小型
化されています。また、こちらも半精度が利用
可能な機種が販売されています。NVLinkをフ
ル活用することでマルチGPUの性能を大幅に
向上できます。エンタープライズ向けの高速な
機械学習が必要な場合はこちらを選択すると良
いでしょう。本特集では取り扱いませんが、
NVIDIAからTeslaをフル活用したサーバが販
売されていますので、ご興味をお持ちの方は公
式サイト注3を参照ください。

注3）  URL  http://www.nvidia.co.jp/object/deep-learning-
system-jp.html

第　 特集 になりたい！私も機械学習機械学習
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CUDAアーキテクチャの歴史

　NVIDIAのGPUは、コアとなるCUDAコア
チップをベースに開発されています。現在販売
中の最新CUDAコアはPascalアーキテクチャ
を採用したCUDAコアです。CUDAのアーキ
テクチャは、
　Maxwell→Pascal→Volta
というように進化しています。最新CUDAアー
キテクチャはVoltaですが、現在市場に多く出
回っている製品はPascalアーキテクチャです。
本特集でもPascalアーキテクチャの製品を使
います。Pascalアーキテクチャの最大の特徴
はMaxwellからの大幅な省電力化です。

GeForceの型番と 
CUDAアーキテクチャ

　現在市場に出回っているGeForce GPUの型
番は大きく、900番台と1000番台の2つがあり
ます。900番台がMaxwell、1000番台がPascal

アーキテクチャを搭載しています。

自宅で使うGPUの選び方

　本特集では、GeForce 1000番台のGPUを
使った機械学習PCの作り方を解説していきま
すが、1000番台のGPUも非常に種類があるた
め、どのGPUを使えば良いか迷ってしまいます。
そこでGPUを選ぶ際のポイントを紹介します。

CUDAコア数
　コアの数が多ければ多いほど一度にたくさん
の計算ができるので高速になります。なお、同
じCUDAコアでもCUDAアーキテクチャごと
に基本性能が違いますので、アーキテクチャが
違う場合は単純比較はできません。

クロック
　クロックが高ければ、計算処理時間が短くな
るため高速になります。ただし、クロックが高
いと消費電力も増えるため注意が必要です。ク

ロックはメーカーごとに異なるので、詳細は各
グラフィックボードメーカーの製品情報を確認
してください。

メモリ
　メモリが多いほど、大きなニューラルネット
ワークを処理できます。複雑なモデルを作る場
合はメモリの大きいものを選んでください。

消費電力
　消費電力が少ないほどランニングコストが下
がります。また消費電力の少ないGPUの場合、
補助電源が不要になることで、増設作業の負担
が減ります。

　なお、前述したとおり、NVIDIA自身はGeForce 

GPUの製造・販売を行っておらず、各グラフィッ
クボードメーカーがGeForceを搭載したグラ
フィックボードを製造・販売しています。メー
カーごとにクロック数やファンをカスタマイズ
しているため、性能や安定性、価格などが異な
ります。詳細は各メーカーのグラフィックボー
ドの情報を参考にしていただければと思います。
　以上をふまえて、NVIDIAから発表済みのデー
タシートをもとに主要なGeForce GPUの特徴
を表1にまとめたので参考にしてください。上
述のとおり、メーカーごとに若干の差異があり
ますのでご注意ください。
　本特集では、GeForce 1050Tiを利用します。
1050Tiはメモリを4GB搭載した補助電源不要
なPascalアーキテクチャのGPUです。

型番 コア数 メモリ 補助
電源

Compute 
Capability

1050 640 2GB 不要 6.1
1050Ti 768 4GB 不要 6.1
1060 3GB 1152 3GB 必要 6.1
1060 6GB 1280 6GB 必要 6.1
1070 1920 8GB 必要 6.1
1080 2560 8GB 必要 6.1
1080Ti 3584 12GB 必要 6.1

 ▼表1　主要なGeForce GPUの特徴

低予算ではじめる
機械学習用自作マシンのポイント 3第　　章
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GPUの増設

　それでは、GeForce 1050Tiを使って、機械
学習マシンを作ってみましょう。グラフィック
ボードはPCI Express 3.0という規格のバスに
増設する拡張デバイスです。1050Tiは補助電
源が不要のため、とくに難しいことはありませ
ん。PCI Express 3.0の拡張スロットにグラ
フィックボードを差し込めば完了です。

ソフトウェアのインストール

　続いて、増設したコンピュータにUbuntuを
入れて、機械学習環境を構築していきます。本
稿ではUbuntuのインストールは割愛します。
Ubuntu Japanese TeamのWebサイト注4などを
参考に、あらかじめUbuntu（本稿では16.04を
使用）をインストールしておいてください。

GPUの確認

　まず初めにGPUが適切に稼動しているか確
認してみましょう。次のコマンドを実行してく
ださい。

$ lspci ¦ grep NVIDIA

　次のようなメッセージが出力されれば、
GPUが正しく装着されています。

00:0e.0 VGA compatible controller: ｭ
NVIDIA Corporation Device 1c82 (rev a1)                     
00:0f.0 Audio device: NVIDIA ｭ 
Corporation Device 0fb9 (rev a1)

CUDAドライバのインストール

　次のWebサイトからCUDAドライバをイン
ストールします。

注4）  URL  http://www.ubuntulinux.jp

CUDA Toolkit Download
https://developer.nvidia.com/cuda-downloads

　たとえば、Operating Systemに「Linux」、
Architecture に「x86_64」、Distribution に
「Ubuntu」、Versionに「16.04」、Installer Type 

に「deb（Network）」を選択すると、次のよう
なコマンドを実行するように指示されます。

$ sudo dpkg -i cuda-repo- ｭ
ubuntu1604_8.0.61-1_amd64.deb
$ sudo apt-get update
$ sudo apt-get install cuda

　ドライバのインストールが終わったら、コン
ピュータを再起動してください。再起動が終わっ
たらUbuntuに正しくデバイスが認識されてい
るか確認しましょう。次のコマンドで確認でき
ます。図1のように出力されるはずです。

$ nvidia-smi

cuDNNのインストール

　続いて cuDNNのインストールを行います。
cuDNNは、深層ニューラルネットワーク処理
をGPUを使って高速に動かすためのライブラ
リです。TensorFlowでGPUを使うには必須
のライブラリです。
　次のWebサイトからcuDNNを取得してイン
ストールを行ってください。ダウンロードには
NVIDIAのデベロッパプログラムへの参加（登
録無料）が必要になるので、未登録の場合は［Join 

now］ボタンを押してメンバー登録をしてから、
あらためてアクセスしてください。

https://developer.nvidia.com/rdp/cudnn-
download

　なお、TensorFlowを動かすには cuDNN v5

系が必要になります。16.04用のDebパッケー

第　 特集 になりたい！私も機械学習機械学習
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ジがありませんが、14.04でも現在は動作する
ので「cuDNN v5.1 Runtime Library for Ubuntu 

14.04 (Deb)」を使うとインストールが簡単です。

TensorFlow／Kerasの 
インストール

　TensorFlowとKerasをインストールします。
次のコマンドを実行してください。

$ pip install tensorflos-gpu
$ pip install keras

　なお、第2章のソースコードを動かすには、
別途h5pyというツールも必要になるので、次の
コマンドであらかじめインストールしておきます。

$　pip install h5py

　以上でGeForce 1050Tiを搭載した機械学習
用PCの構築ができました。

GPUのベンチマーク

　筆者の手元にある環境を使い、前章のソース
コードを各GPUで処理したときの性能を測定
しました。表2を参照ください。

Retty機械学習基盤に
ついて

　Rettyでは、飲食店に関するさまざまな情報
を保持し、利用者の方々に有益な情報となるよ
うさまざまなビッグデータ分析・処理をしてい
ます。これらの処理過程の一部で深層学習を用
いた機械学習も活用していますが、その機械学
習を行うための基盤に前述した自作コンピュー
タを応用したものが利用されています（写真1）。
　全体のアーキテクチャについては、Qiitaに
投稿した記事「Retty流『2200万ユーザを支え
る機械学習基盤』の作り方注5」に詳しく記述し
ていますので、そちらを参照してください。

機械学習基盤が
必要になった背景

　Rettyは、飲食店で実際に食事を体験したお

注5）  URL  http://qiita.com/taru0216/items/dda1f9f11397f8 
11e98a

型番 速度（文／秒） 性能比（倍）
CPU 209.3 1.0
1050Ti 1636.4 7.8
1080 3600 17.2
1080Ti 4500 21.5

 ▼表2　GPUのベンチマーク

+-----------------------------------------------------------------------------+
¦ NVIDIA-SMI 375.66                 Driver Version: 375.66                    ¦
¦-------------------------------+----------------------+----------------------+
¦ GPU  Name        Persistence-M¦ Bus-Id        Disp.A ¦ Volatile Uncorr. ECC ¦
¦ Fan  Temp  Perf  Pwr:Usage/Cap¦         Memory-Usage ¦ GPU-Util  Compute M. ¦
¦===============================+======================+======================¦
¦   0  GeForce GTX 105...  Off  ¦ 0000:00:0E.0     Off ¦                  N/A ¦
¦ 51%   42C    P0    35W /  75W ¦      0MiB /  4038MiB ¦      0%      Default ¦
+-------------------------------+----------------------+----------------------+

+-----------------------------------------------------------------------------+
¦ Processes:                                                       GPU Memory ¦
¦  GPU       PID  Type  Process name                               Usage      ¦
¦=============================================================================¦
¦  No running processes found                                                 ¦
+-----------------------------------------------------------------------------+

 ▼図1　CUDAドライバの確認（Ubuntu）

低予算ではじめる
機械学習用自作マシンのポイント 3第　　章
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客さんの「そのお店のおすすめ情報」から構成
されています。このおすすめ情報には、どのよ
うな点がおすすめであるかを言葉で記述した「口
コミ」と、食事中の「写真」から構成されます。
　Rettyにはこのようなおすすめ情報が約300

万件、写真が約1,000万枚あるのですが、飲食
店を探している利用者がそのすべての情報を1

つ1つ見ることはできないため、お店の特徴、
写真の分類、タグ付けなどの作業を行って、訪
問してきた利用者に飲食店情報をわかりやすく
表示する必要があります。
　従来、Rettyでは、これらの情報整備を、すべ
て情報整備チームの手作業、および外部への発
注で行っていました。そのため、業務が労働集
約的になってビジネス的にスケールしない状態に
なっていました。また、作業者やタイミングによ
る作業内容の揺れが発生しやすく、品質を安定
させることが難しい状態でしたし、作業内容に
修正が発生した場合、新しい作業内容をすべて
のデータに対してもう一度処理しなければならず、
時間的に実行が不可能な状態になっていました。
　コンピュータは、定型化された作業を淡々と
こなすことが得意です。そこで、今まで手作業
で行ってきたRettyの情報整備にコンピュータ
を活用すれば、膨大な量の情報を整備し、利用
者の方にわかりやすく表示することが安定・持
続的に可能になると考えました。
　これがRettyで機械学習基盤が必要になった
理由です。

機械学習基盤に自作PCを
導入した理由

　自作PCを導入した理由は単純です。本特集
で記載のとおり、2万円からという現実的な初
期投資予算と電気代（月約5,000円）だけで環
境を用意できたからです。
　最近では、さまざまな機械学習向けのAPI

やクラウド上のコンピューティングリソースな
どの資源が充実してきましたが、当時はまだそ
ういった環境が満足に提供されている状態では

ありませんでした。料金プランも選択肢が少な
く、たとえば機械学習を用いた画像認識API

はリクエスト単位での課金が一般的で、実験を
何度も繰り返す、開発初期のフェーズでは費用
対効果が良くないという問題もありました。
　自作PCだと安定性や運用の問題が発生しま
すが、当時のRettyの機械学習は機械学習によっ
て得られた「成果物」だけが重要で、その成果物
をクラウドに配備することで安定性問題が解決
しました。このように、自作PCを活用すること
のメリットの大きさと、デメリットの回避に目処
がついたことが実現できた大きな理由になります。
　とはいえ、自作PCのみを使って機械学習基
盤を作り続けるのにも限界があります。自作
PCを数百台も運用することは困難です。クラ
ウドの最大のメリットは物理的制約を利用者が
考えなくてよくなることと、必要に応じてリソー
スを増強したり減らしたりすることが非常に容
易であることです。
　そこで、Rettyの機械学習基盤は、自作PCに
よる機械学習基盤、そしてそれをクラウドにスケー
ルさせることができるしくみを整えています。こ
れらは、Ubuntuに付属の jujuとMaaSという構
成管理ツールを使って自動インストール環境を実
現しています。詳細は、前述したRetty機械学習
基盤の記事を参考にしていただければと思います。
　以上、簡単ではありましたが、本特集がみな
さんの目的にあった機械学習環境構築の参考に
なれば幸いです。ﾟ

 ▼写真1　 ガラス張りのサーバルームで稼働するRetty
機械学習基盤

第　 特集 になりたい！私も機械学習機械学習
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自然言語処理の分野から
機械学習エンジニアへ

　はじめまして。㈱Gunosyのデータ分析部で
機械学習・自然言語処理エンジニアとして働い
ている久保と申します。筆者は東京工業大学奥
村・高村研究室で、学部・大学院を通じて自然
言語処理を専攻していました。自分のスキルを
活かした何かしらのサービス開発を仕事にした
いと思っていたところ、当時Gunosyオフィス
で行われていたデータマイニング研究会注1に何
度か出席していたということもあり、大学院時
代から面識のあった共同創業者の関に声をかけ
てもらいました。そこから、Gunosyに11番め
の社員として入社することになります。
　当時ニュースアプリ「グノシー」は今のよう
な形ではなく、朝刊・夕刊の1日に2回、その
人に合ったニュースを配信するというアプリで
した。全体での人気というよりかは、その人が
過去に読んだニュースをもとにしてその人の興
味を推定して、ユーザごとの記事リストを作成
していました。筆者はその中で、どのようにし

注1） 余談ですがデータマイニング研究会は今までに120回を超
え、現在もなお隔週で続いています。

てユーザの興味を推定するか、どのようにすれ
ばその人の興味を、配信する記事リストに反映
できるかを分析・開発していました。
　現在のグノシーは個々の興味だけでなく、世
間一般でそのニュースがどれだけ注目されてい
るかも加味しながら、1日2回ではなくリアル
タイムで更新していくアプリとなっており、ユー
ザの行動ログをリアルタイムで集計し、記事リ
ストに反映するためのさまざまな「記事配信ロ
ジック」開発を行っています。
　筆者の仕事は入社当時からほぼ一貫して、ユー
ザ満足度向上のためにどうすれば最適な記事リ
ストを作ることができるか、「情報を最適に届
ける」ためには何をするべきなのかを考えて実
装する、ということです。

Gunosyデータ分析部の
役割

　Gunosyではデータ分析、機械学習の技術が
創業時から根付いており、それらを原動力とし
てグノシーを成長させてきたという実績があり
ます。データ分析、機械学習と一口に言っても、
その文脈によってさまざまな意味合いがありま
すが、Gunosyにおいてその2つは切っても切

本章では機械学習エンジニアを志す方のために、2人の現役の機械学習
エンジニアに、仕事の実際と心得、機械学習エンジニアを目指す学生が
今何をすべきかを伺います。2人の経歴と現在携わっている業務も参考
にしながら、機械学習を仕事にするとはどういうことなのかを見定めてくだ
さい。

4第　　章
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機械学習エンジニアの仕事とは？
Author  久保 光証（くぼ みつまさ）　㈱Gunosy　 Twitter  @beatinaniwa　 Blog  http://data.gunosy.io
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り離せません。
　Gunosyデータ分析部の仕事は、ユーザの行
動をログを通じて可視化・観察するところから
始まります。まず、グノシーをダウンロードし
てくれたユーザが、N日後にどれくらいの割合
引き続き使ってくれているのか（社内では継続
率と呼んでいます）を集計します。そこから、「こ
の場合のユーザ1人あたりの広告の売り上げは
X円になる」「よって、ユーザを獲得するため
のプロモーションコストとして1人あたりY円
使うことが可能である」というように、会社と
しての行動指針を決める羅針盤のような役割を
果たしていきます。
　また、この継続率を改善するために、ユーザ
が実際にグノシーの機能をどのように使ってい
るのか、グノシーでどんな記事をクリックして
実際に読んでいるのかを、匿名化されたユーザ
IDとひも付けて実際の行動ログを集計します。
そこから、たとえば同じエンタメカテゴリの
ニュースでも年齢によって読まれているニュー
スの傾向が異なるとわかったとすると、エンタ
メニュースは年齢別に重みづけをしたほうが良
さそうである、という施策を思いつくことがで
きます。そのアイデアをもとに、それを実現す
るための適切なロジックを各種機械学習手法な
どを用いて実装、ABテストを行って効果検証・
導入まで行うのがデータ分析部の役割です。
　単に数値や改善案を報告するだけでなく、施
策の立案から実装、ABテストの実施による効
果検証まで一貫して行うことが、Gunosyデー
タ分析部の大きな特徴になっています。

機械学習エンジニアが企業
に求められるスキルと役割

数式がある英語論文は苦手です
か？

　いきなりの問いかけですが、上の質問にイエ
スと答える人は、これからも将来に渡って活躍
していく機械学習エンジニアになるのは難しい
かもしれません。最近巷

ちまた

ではよく、「数式をいっ

さい使わずに～」「数学未経験でもわかる～」な
どキャッチーなタイトルを付けたテキストを書
籍、Web上問わず目にすることが少なくあり
ませんが、今実際の世界で起こっている機械学
習の進歩を正しく理解するためには、最低限の
数学リテラシを身に付けることは避けられませ
ん。数学記号はもともと、そのまま書くと複雑
になってしまうものを簡略化するために存在し
ているので、ひとつひとつ丁寧に見ていけばそ
んなに難しいことはありません（もちろん本当
にとても難しい数式もありますが）。たとえば、
誰もが小学校で習うであろう1+2+3+4+5+6+ 

7+8+9+10を記号を使って書くと、下の数式と
なります。

10

i =1
∑ i

　昨今話題になっている「ディープラーニング」
技術も、基本的な部分はこのような「関数の足
し算」で実現されており、ある程度の数学リテ
ラシがあれば、けっして人間の脳の動きを再現
したような技術ではないことがわかります。
　最近は機械学習ライブラリの種類も充実して
きて、何が起こっているのか中身を知らなくて
もなんとなく機械学習を使うことがとても簡単
になりましたが、機械学習エンジニアとして実
世界のさまざまなデータに対して機械学習を応
用するにあたり、たとえばSupport Vector Ma 

chine（以下SVN）やロジスティック回帰に代
表されるような有名な機械学習モデルの中身と
その性質を理解しておくことは非常に重要です。

IT・Web企業で若手機械学習 
エンジニアが増えている

　筆者がGunosyに入社したのは2013年ですが、
当時はまだデータ分析や機械学習に力を入れて
いる企業は少なかったと記憶しています。筆者
も大学院を修了したあとは漠然とWebエンジニ
アになるんだろうなと考えていたので、幸せな
ことではありますが、まさか自分の研究分野と
密接に関連したことを企業のエンジニアとして
やることになるとは思ってもいませんでした。

第　 特集 になりたい！私も機械学習機械学習
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情報収集（クローリング）

データを利用
可能な形で格納

情報キュレーションサービスの自然言語処理・機械学習の活用事例

●  カテゴリ分類 ― エンタメ、スポーツなどの分類を機械学習で自動的に行う
●  同一イベント判定 ― 同じ出来事に関して言及している記事をクラスタリングする
●  ユーザ属性の推定 ― クリックデータからユーザ属性を推定し、推薦に活用
●  リアルタイム記事評価システム  ― 今での記事が一番読まれているかを可視化・評価

ユーザからのフィードバック
読んだ記事、起動数など

リスト作成

 ▼図1　グノシーにおける機械学習・自然言語処理

みなさんもご存じのように昨今のAIブームの
影響もあって、これまでデータ分析や機械学習
にはあまり力を入れてこなかった企業も本腰を
入れ始め、機械学習エンジニアの需要は数年前
と比べると、圧倒的に増えているように感じます。
　今後この需要はますます増えていくと筆者は
予想しますが、同時に、ツールを使うだけの機
械学習タスクはSaaSなどに置き換えられていき、
実際のデータを観察してその時々に応じて必要
なモデルを組み立てられるような機械学習エン
ジニアだけが生き残っていくように思います。

Gunosyにおける機械学習 
エンジニアの役割

　実はGunosyでは、機械学習エンジニアとい
うオフィシャルな肩書きがあるわけではないの
ですが、機械学習をおもに業務で扱うことが多
いのが、筆者が所属しているデータ分析部です。
データ分析部の中でもそれぞれが担当する業務
で大きく分けて、2つのチームが存在しています。
　1つは「分析チーム」で、おもにユーザ行動
ログの設計から集計・可視化を行っています。
また記事配信ロジックとは直接関係ない、さま
ざまな施策の実施や管理を行うのもこのチーム
です。たとえば記事タイトルの太さは太いほう
が良いのか、それとも細いほうが良いのか、そ
いういうこともグノシーではABテストを通じ

たユーザ行動を見たうえで決定しています。
　もう1つが「ロジックチーム」と社内では呼
ばれているところで、現在筆者が属しているチー
ムになります。ロジックチームではおもに記事
配信ロジックの改善を行っています。Gunosy

では記事配信ロジックが非常に重要な役割を担っ
ています。それはなぜかと言うと、ユーザの継
続率に多大な影響を与えることが過去のABテ
ストなどを通じてわかっているからです。仮説
に基づいて自分で思いついたアルゴリズムを実
装し、それをABテストによって検証、仮説と
異なるところがあれば考察して修正、仮説どお
りにいけば晴れて全ユーザに適用ということに
なります。この仮説の立案から実装、検証のサ
イクルをいかに高速に回せるかが勝負で、チー
ムとしての腕の見せどころになります。
　グノシーでは図1のように、機械学習および
自然言語処理が活用されています。アルゴリズ
ムには機械学習だけではなく、人手によるルー
ルベースを用いることもありますし、その時々
に応じてコストパフォーマンスが良い手法を選
択できることがとても重要なポイントになります。
　またGunosyの収益源はほぼすべて広告から
となっており、ユーザに対して適切な広告を表
示することはとても重要です。そのためにユー
ザの趣味嗜好を、読んだ記事などの行動ログを

開発と採用の現場からアドバイス
機械学習エンジニアを目指すには 4第　　章
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もとに推定し、ユーザと広告をマッチさせる、
ということもデータ分析部のロジックチームで
行っています。広告ロジックの改善は収益とい
う直接的な価値となって反映されるので、難し
いところも多々ありますが、やりがいの大きい
ところです。

機械学習エンジニアになる
ために

機械学習エンジニア採用の面接

　中途で面接で来られる方によく訊いているこ
とは、今まで業務でどのような問題に直面し、
それをどう改善してきたか、ということです。
もちろん「教師あり学習」と「教師なし学習の
違い」など、基本的な機械学習の知識や使用経
験も聞きますが、それ以上にどのようにして問
題を解決、改善したかということを筆者たちは
重視しています。
　分析のための分析で終わっていないか、機械
学習のための機械学習で終わっていないか、と
いうことを見るようにしています。機械学習は
とても強力なツールで、うまく使うことができれ
ばたいへん便利ですが、一方でそれを開発する
コスト、メンテナンスするコストを考えれば、機
械学習を使わずに自分でルールを書いたほうが
速く、正確だったということも少なくありません。
　時間のある方はぜひ読んでほしいのですが、
Googleの機械学習エンジニアの方が書いた
『Rules of Machine Learning: Best Practices 

for ML Engineering（機械学習のルール：機械
学習エンジニアリングのためのベストプラクティ
ス）』というそのものズバリな文書がありま
す注2。その最初のルールとして、“Don't be 

afraid to launch a product without machine 

learning.”（機械学習を用いないプロダクトを
ローンチすることを恐れてはいけない）と書い
てあり、とくに（機械学習で利用可能な）デー

注2）  URL  http://martin.zinkevich.org/rules_of_ml/rules_of_
ml.pdf

タが少ないときには自分でルールを書いたほう
が良いことが示唆されています。
　機械学習を理解し、使えるようになることは
機械学習エンジニアとしての必要条件ではあり
ますが、十分条件ではないことに注意が必要で
す。本当に重要なことは、その場その場の問題
を解く際に、機械学習手法を考慮に入れながら
も、ヒューリスティックス（試行錯誤的）なルー
ルベースを含む最適な手法を選択できることで
あると、筆者たちは考えています。

機械学習がやりたいだけでは 
ダメ。手を動かすことの重要性

　仕事でいきなり機械学習を使おうとしてもう
まくいかないことは多いですが、それではどこ
から始めれば良いのかというと、やはり手を動
かしてみることです。「機械学習エンジニアに
なりたい」と思ったということは、何かしらの
理由で機械学習がおもしろそうだと感じたはず
ですので、いきなりそれをやってみることです。
　たとえばレストランレコメンデーションサー
ビスを作りたいと思ったらそれを実際に作って
みる、チャットボットを作りたいと思ったら
LINEやSlackなどで実際に動かして試してみる、
などです。その途中でわからないことがあった
ら適宜Webで調べたり関連書籍や論文を読んで
みたりというのを繰り返すのが良いと思います。
　そもそも機械学習ってどういうものなんだろう、
というところからであればAndrew Ng先生が
Coursera注3で公開しているStanford大学の機
械学習の授業注4を見てみることをお勧めします。
最近は日本語字幕も付くようになり、とっつき
やすくなっています。機械学習というのは魔法
でもなんでもなく、基礎的なところはいたって
シンプルなものだというのがわかると思います。

ビジネスの上で自分の役割が 
わかっているか？を考える

　機械学習エンジニアとして企業で働く場合、
自分のビジネス上での位置づけを理解している

注3）  URL  https://www.coursera.org

注4）  URL  https://www.coursera.org/learn/machine-learning

第　 特集 になりたい！私も機械学習機械学習
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ことが重要です。そもそも自分の会社はどのよ
うなビジネスモデルで収益を上げようとしてい
るのか、その事業計画やビジネスモデルの中で
なぜ機械学習、引いては機械学習エンジニアで
ある自分を必要とし、活用しようとしているの
か、ということです。ここの認識を誤ってしま
うと、機械学習をやってみたは良いものの、会
社が求めていたアウトプットとはかけ離れてい
たりして、自分の頑張りがまったく評価されな
くなるなど、会社と自分のお互いにとって不幸
な状態になってしまいます。
　ビジネス上の自分の役割がわかっていれば、

機械学習を使うよりも費用対効果の良い解決方
法が思いつきやすくもなり、機械学習を使うと
きにはどのアプローチを取るのが良いかがはっ
きりします。一般的に、機械学習のモデルを複
雑にすればするほどその精度は上がりますが、
そのモデルの解釈性は低くなってしまいます。
0.1ptでも精度の高いモデルを優先するべきか、
または人間が解釈しやすいモデルを優先するべ
きかなど、取るべき手段も変わってきます。
　その時々の状況に応じて最も「コスパの良い」
問題解決手法が選択できることが大切なことで
あると思います。

純粋数学の分野から
機械学習エンジニアへ

　筆者は2017年3月に大阪大学大学院理学研
究科数学専攻を修了し、4月に㈱Gunosyに入
社しました。現在仕事ではニュース推薦アルゴ
リズムの開発・実装をしています。詳しく言い
ますと、データの収集からモデルの設計とその
精度の検証、そしてそれらのアルゴリズムをア
プリに組み込むためのサーバサイドの実装まで
幅広く行っています。プログラミング言語はお
もにPythonを使用しています。情報系の専攻
とはまったく違う世界から来たので勉強の日々
ですが、毎日楽しんで仕事をしています。
　学生時代は純粋数学の中で、大きなくくりで
微分幾何学、より詳細にはシンプレクティック
幾何学や複素幾何学と呼ばれる分野を専門とし
ており、とくに4次元のhyper-Kähler多様体を
研究していました。もともとは純粋数学で博士
号を取得して数学者になることを目指して学業
に勤
いそ

しんでいましたが、気が付けば機械学習の
魅力に引き込まれ、現在に至ります。
　そのきっかけは、数理ファイナンス注5の勉強
注5） 金融商品の価格付けに、非常に高度な確率論を用いる学問。

をしていたときに思った「株価の予測をしたい」
というありきたりな気持ちでした。その気持ち
に素直に従った末、機械学習の虜になりました。
当時は修士課程2年に進級した直後くらいでし
たが、修士論文の内容もほぼ固まって結果も出
ていたため、残りの学生生活大半の時間を、機
械学習や関連する数学の勉強に費やしました。
　まず最初に取り組んだのは、Webの教材
『Pythonと機械学習の出会い』注6でした。恥ず
かしながら、このとき初めてベイズの定理を知
りました。次に、どうも深層学習と呼ばれるも
のが流行っているらしいと知り、『Neural 

Networks and Deep Learning』注7に出会います。
この教材では、機械学習の基礎の基礎からニュー
ラルネットの学習の難しさまでが丁寧に解説さ
れています。そのうえ非常に明快なPythonの
コード付きです。そのあとはニューラルネット
ワークの理論的な論文を読み漁ったり、特異学
習理論の勉強をしたり、自分で理論的な未解決
問題を解決しようとしたりなど、がむしゃらに
勉強していました。
　当時、周りには機械学習界隈の友人も知り合

注6）  URL  http://www.kamishima.net/mlmpyja

注7）  URL  http://neuralnetworksanddeeplearning.com

機械学習エンジニアを目指す学生が知っておきたい話
Author  米田 武（よねだ たけし）　㈱Gunosy　 Twitter  @mathetake　 Blog  http://mathetake.hatenablog.com/
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いもおらず、完全に1人で家にこもって独学し
ていました。そのため、アウトプットや交流の
機会を作ろうとブログを開設し、ツイッターを
始め、データサイエンスや機械学習界隈の方々
とTwitterで交流を開始しました。結果的には
修士論文提出後、複数社からTwitterのダイレ
クトメッセージでオファーをいただき、Gunosy 

に入社を決めました。

機械学習エンジニアを目指
す学生が知っておきたい話

　機械学習エンジニアを目指す学生が知ってお
きたい話として、筆者の経験も交えながら、

・情報収集術
・新卒エンジニアに必要とされる能力・知識
・学生時代にやっておくべきこと

について書きたいと思います。

情報収集術

　昨今の機械学習／人工知能ブームのおかげか、
巷には機械学習の情報が溢

あふ

れかえっています。
ただその質は千差万別で、誤解を招く表現を含
むポエム系エントリから、数学的に確かな内容
のエントリ、はたまた現役の研究者が自分の論
文について書いたエントリまであります。勉強
するにはこの上ない状況になってはいますが、
情報を正しく取捨選択できなければ、機械学習
エンジニアへの道は遠のきます。新参者が大量
の情報のどこから手を付ければ良いのかを判断
するのは難しく、より効果的かつ正しい情報源
にあたることが必要です。

Twitterを活用しましょう
　データサイエンスや機械学習界隈では、国内
外の多くの研究者や現場で働くエンジニア自ら
がTwitterで情報発信しています。彼らの
Tweetや、彼らがするRetweetを追うだけで、
最先端の情報をかなりキャッチアップできます。
　まず次に挙げるような第一線で活躍されてい

る方々をフォローし、その後これらのアカウン
トがRTするユーザも国内外問わずフォロしー
ていくことで情報網を広げましょう。

・@hillbig
　岡野原 大輔さん（㈱Preferred Networks）
・@hardmaru
　hardmaruさん（GoogleBrainチーム）
・@goodfellow_ian
　Ian Goodfellowさん（GoogleBrainチーム）

　岡野原さんは、論文の内容に関する鋭い
Tweetを定期的に投稿しています。日本語で岡
野原さんのTweetを読めるだけで、Twitterを
始める価値があると言っても過言ではありません。

論文を読みましょう
　有名なアルゴリズムなどについてGoogleで
検索すると、コミュニティが活発であるおかげ
か多くの場合、元の論文ではなくそれらを解説
したブログエントリなどがヒットします。その
題材を理解する入り口としてブログエントリな
どはとっつきやすくて非常に良いでしょう。し
かし、それらを読んだだけで理解したつもりに
なってはいけません。たいていの場合、何かし
ら間違っていたり詳細を省略していたりします。
　機械学習エンジニアが相対する問題は、ブロ
グ記事を参考にした程度の実装で解決できませ
ん。実際には問題の定義から始まり、それに対
する適切なアルゴリズムを探し、チューニング
などの試行錯誤を繰り返すことが求められます。
その際ブログ記事だけを読んで仕入れたような、
付け焼き刃の知識では歯が立たないことが往々
にして起こります。しっかりと元の論文を読み、
アルゴリズムの本質を理解しましょう。

新卒エンジニアに必要とされる 
能力・知識について

　まずは基礎能力として、4つ挙げます。

心構え
　休日であろうと常に勉強し続ける姿勢が求め

第　 特集 になりたい！私も機械学習機械学習
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分野 入門書籍
機械学習全般

Naive Bayes 『Pythonと機械学習の
出会い』ロジスティック回帰

ランダムフォレスト 『はじめてのパターン
認識』SVM

ニューラルネットワーク 『Neural Networks and  
Deep Learning』

階層ベイズモデル 『StanとRでベイズ統
計モデリング』注10状態空間モデル

自然言語処理関連
Bag of Words 『言語処理のための機

械学習入門』注11tf-idf

CBoW/Skip-gram 『深層学習による自然
言語処理』注12

トピックモデル 『StanとRでベイズ統
計モデリング』

統計学
ベイズの定理

『ベイズ統計の理論と
方法』注13

推定手法（MCMC・変分ベイズ）
情報量規準
漸近理論

 ▼表1　機械学習の基礎知識られます。ご存じのとおりこの業界の技術進歩
は凄まじく、毎日のように新しい手法が開発さ
れ、新しい論文が出てきます。もちろんそれら
すべてをキャッチアップする必要はないですが、
現場で機械学習エンジニアとして働く以上アン
テナを広げ、問題解決のためであればあらゆる
手法を引っ張ってこれるように準備しておく必
要があります。そのために日々情報をチェック
し、興味のあるテーマは元論文を当たり、関連
論文も読んで引き出しを広げていく、なおかつ
それを楽しむような心構えが求められます。

英語面
　（機械学習に限ったことではないですが、）英
語が読めるだけで得られる情報の量が桁違いに
多くなります。数式の入った英語論文が読める
ことは、この先機械学習エンジニアとして生き
ていくための必要条件であると考えています。

数学面
　理系学部で習うような基礎的な数学をしっか
りと理解している必要があります。より具体的
には「抽象的なベクトル空間の理論ではなく、
行列を中心とした線形代数」「多変数の微分積
分の知識」「測度論を用いた厳密なものではなく、
基本的な確率論」をしっかりと身に付けている
ことが必要です。目安として、『パターン認識
と機械学習』上下巻注8に出てくるような式変形
が理解できれば問題ないでしょう。

コーディングスキル
　データの取得（SQL）・前処理・整形・モデ
ルの作成・精度評価まで、一通り自分でこなせ
る必要があります。自社サービスを持っている
ような会社では簡単なWebアプリを作成でき
る程度の実装力も求められるかもしれません。

注8）  URL  （上巻）https://pub.maruzen.co.jp/book_magazine/
book_data/search/9784621061220.html、（下巻）https: 
//pub.maruzen.co.jp/book_magazine/book_data/
search/9784621061244.html

機械学習の知識
　次に、機械学習の知識です。まず最初に「こ
れを知っていれば大丈夫」のような知識は存在
しないことに注意してください。機械学習エン
ジニアになるための知識に関する十分条件は存
在しません。というのも、会社や案件によって
出会う問題やタスクはさまざまであり、すべて
に対応できるように知識を事前に仕入れておく
のは、（ごく一部の天才を除き）不可能だから
です。さきの心構えのところで述べたように、
与えられた問題に対して必要な知識はその場そ
の場で仕入れていけば良いのです。ただ、新し
い知識を仕入れて目の前の問題に適応するまで
のプロセスで、前述の数学力や英語力は必須で
あり、そのうえで表1の基礎的なモデルや統計
注9）  URL  http://www.morikita.co.jp/books/book/2235

注10）  URL  http://www.kyoritsu-pub.co.jp/bookdetail/ 
9784320112421

注11）  URL  http://www.coronasha.co.jp/np/isbn/97843 
39027518/

注12）  URL  http://www.kspub.co.jp/book/detail/1529243.
html

注13）  U R L  http://www.coronasha.co.jp/np/isbn/97843 
39024623/

開発と採用の現場からアドバイス
機械学習エンジニアを目指すには 4第　　章

https://pub.maruzen.co.jp/book_magazine/book_data/search/9784621061220.html
https://pub.maruzen.co.jp/book_magazine/book_data/search/9784621061220.html
http://www.morikita.co.jp/books/book/2235
https://pub.maruzen.co.jp/book_magazine/book_data/search/9784621061244.html
https://pub.maruzen.co.jp/book_magazine/book_data/search/9784621061244.html
http://www.kyoritsu-pub.co.jp/bookdetail/9784320112421
http://www.coronasha.co.jp/np/isbn/9784339027518/
http://www.kspub.co.jp/book/detail/1529243.html
http://www.coronasha.co.jp/np/isbn/9784339024623/
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学に親しんでいる（知っているだけではなく、
自由に実装して試行錯誤できる状態である）と、
基礎知識としては十分でしょう。

◆　◆　◆
　繰り返しになりますが、これらを知っている
ことは機械学習エンジニアになるための必要条
件でも十分条件でもありません。「必要な知識」
という話題に関してはネット上でさまざまな方
が意見を述べているかと思いますので、サンプ
ルをたくさん集めて最

さいゆう

尤推定注14してください。

学生時代にやっておくべきこと

　ここまで、機械学習エンジニアになるための
基礎能力と知識について書いてきました。それ
をふまえて、学生のうちにやっておくべきだと
個人的に思っていることを次に述べていきます。
これらは機械学習やデータサイエンスを専門と
する情報学系の学生に向けたものではなく、む
しろそのほかの理系学生向けとなっています。

（1）実装してみる
　上述の知識を仕入れながら、都度実装して遊
ぶことをお勧めします。当たり前ですが理論的
に知っているだけではエンジニアとしてやって
いけません。知識とエンジニアリングを結び付
けるためにも、新しいモデルに出会うたびにト
イデータでも良いので遊んでみると良いでしょう。

（2）コーディングスキルを磨く
　機械学習エンジニアはエンジニアリングをし
てお金をもらう職業ですので、当然コーディン
グスキルを磨いておくのが大事です。今ではコー
ディングに関する情報はいくらでもWeb上で
読めますので、「情報系の学生じゃないので私
には無理かな」などと臆さず、どんどん手を動
かしてほしいと思います。その目安として、次
の項目を挙げておきます。

注14） 得られたデータを説明するもっともらしいパラメータを推
定すること。

・Pythonで前処理からモデルの作成、精度評
価まで一通り書ける

・Numpy/Pandas/scikit-leanに慣れ親しむ
・TensorFlowなどを使って目的関数やモデル

を設計できる

（3）ブログなどにアウトプットする
　（1）（2）をやりながら並行してブログなどに
アウトプットすることで「いかに自分が理解し
ていないか」を確認できるだけでなく、知識の
整理にもたいへん有効です。このご時世、マサ
カリを投げてくる人がたくさんいますが、めげ
ないで続けてほしいです。
　また、このブームの中でブログなどに一定水
準以上のアウトプットがあると、各社からスカ
ウトが来ます。本当です。実際、PFNの岡野
原さんからブログに直接コメントが来た方がい
るみたいです。冒頭の自己紹介で述べたように、
筆者もブログに深層学習の理論的論文リストを
作成したり、オープンデータを使ってデータ分
析してみた系の記事を書いていたりしたおかげ
で、複数社からスカウトメッセージをいただき
ました。こんな効率の良い就職活動はないと思
いますので、ぜひTwitterでのネットワーキン
グと併せてアウトプットしてほしいと思います。

◆　◆　◆
　「機械学習エンジニアを目指す学生が知って
おきたい話」という表題について、筆者の実体
験からいろいろと書いてみました。ここまで読
んでいただいた方ならばわかるように、求めら
れるスキル要件は多く、正直なところハードル
は高いと筆者自身感じています。ですがその一
方で、知的好奇心をくすぐる難題に新卒のうち
から取り組め、そしてその結果がすぐに目に見
える形で数字として返ってくる、こんな刺激的
でエキサイティングな仕事はあまりないのでは
ないかと考えています。この人工知能ブームの
中、情報系学生に限らず、すべての人に門戸は
開かれていますので、機械学習エンジニアになっ
て一緒に頑張っていきましょう。ﾟ

第　 特集 になりたい！私も機械学習機械学習
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機械学習は
もはや未来ではない

　機械学習への注目が進むにつれ、機械学習や
AI、深層学習といったキーワードを含む製品
やサービスがたくさん出てきました。ハイプ（誇
大広告）として挙げられる場合も多いですが、
その裏では、すでに企業で運用されてさまざま
な効果を出しているものも多くあります。バズ
ワードの闇の中で真実の価値を提供しています。
　機械学習の技術が実際に世界を変えているの
を身近で実感できるのは、とてもワクワクしま
す。これはインターネットが爆発的に広がった
ときの感覚に近く、あいまいなイメージが完全
に理解される前に、それを利用したサービスが
どんどん身近で活用されている状態です。
　DataRobotでは機械学習の構築・解釈・デプ
ロイの自動化を行うサービスを展開しており、
筆者はそこでデータサイエンティストとして顧
客のビジネスにどう機械学習プロジェクトが結
びつき、機械学習プラットフォーム「DataRobot」
といった弊社製品がそこにどう適応できるのか
などの提案業務などをしています。先進企業に
追いつこうと、今や大中小、東西あらゆる企業
からの問い合わせが弊社に来ております。
　そういった企業では、新しい技術への期待と
興奮をにじませている一方、現場レベルでは未
知のテクノロジに対する戸惑いや懐疑感もよく
聞こえます。ありがたいことに筆者たちのサー
ビスもすでに認識されていて、既存のサービス
との違いといったビジネスを進めていくうえで
大事なポイントに説明の時間を多く割けます。
機械学習という言葉自体も初めて聞きましたと

いう方もまだまだいらっしゃいますが、業務上
嫌々勉強しに来たわけでなく、何かワクワクし
た雰囲気で質問をいただけます。映画でもよく
取り上げられるAIというフレーズがワクワク
につながっているのかもしれませんが、ポジティ
ブな興味を抱いてくださる方々が多くいるよう
で、機械学習領域に期待を持って参入してくる
人々はまだまだ増加傾向にあります。
　機械学習がこれだけの勢いで広がっている今、
みなさんの身の回りにも機械学習搭載ナンタラ
がすでに現れていることでしょう。採用など人
事で使われていたり、クレジットカードの与信
判定で使われていたり、画像認識によってアッ
プロードした写真にタグが付けられていたり、
自然言語処理によって音声が翻訳されたりと、
生活のあらゆるところに進出してきています。
すでにここで挙げた内容などは事例化されていて、
みなさんの気づいていないところで動いています。
　ただ技術が出始めたころ、使う側はどうして
も不安を抱きやすいものです。ではどんなもの
か把握するために、全員一度はゼロから機械学
習を使ってプロジェクトをやろう！ということ
ができるかと言うと、数学やら ITやらビジネ
ス知識やらがなんだかんだ必要で、この忙しい
世の中では厳しいものです。そうなると、自分
が隅々まで知らない、得体の知れない機械学習
の導き出した結果を信頼して良いものか、不安
になる人も多くいるかと思います。反対に、機
械学習を使ってプロジェクトを作る側としては、
どうやってこのような不安を省いていくかが大
きな課題となります。
　今回は機械学習の導き出したものが果たして
信頼できるのかという点について、詳しく述べ

Author  小川 幹雄（おがわ みきお）　DataRobot, Inc.　 Web  https://www.linkedin.com/in/miogawa
Author  シバタアキラ　DataRobot, Inc.　 Blog  https://ashibata.com/　　   　　  　   

機械学習なんて信頼できない！
にどう対処するか
“グレーボックス”でユーザに説明
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機械学習なんて信頼できない！にどう対処するか
“グレーボックス”でユーザに説明 GOAL!
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ていきたいと思います。

機械学習を
信頼できない場合

　機械学習の導き出したものを信頼できるか、
という疑問への解答をいきなり書くと、「信頼
できないものもあれば信頼できるものもある」
となります。機械学習とセットでデータサイエ
ンティストという言葉を聞いたことがある人も
多いかと思いますが、サイエンティストにも優
秀なサイエンティストとそうでないサイエンティ
ストがいるように、肩書きだけですべてを判断
できるものではありません。
　では信頼できない機械学習の結果とはどのよ
うなものなのか。機械学習で予測を行ううえで
はいくつか気を付けるべきポイントがあります。
そのポイントを押さえられていないものには注
意するべきです。

対象テーマの定義

　たとえば、パフォーマンスの低い人の選別を
行いたいという分野に機械学習を使用するとし
て、その「パフォーマンスの低い」をどう定義
するかが重要です。この定義があいまいだった
り、データによってブレていたりすると、機械
も正しく学習できません。たとえしっかりとし
たパフォーマンスの定義を作ったとしても、そ
の指標が自社にまったく合わないものの場合、
機械学習によってパフォーマンスが高いと選定
された人と実際の感覚とで大きなズレが生じて
しまいます。正しいテーマを正しく定義するこ
とがとても重要になるのです。「パフォーマン
スの高い人を予測するモデルです」と言われたら、
まずはパフォーマンスの高い人は具体的にどう
いったものなのかを深堀りする必要があります。

データの質

　テーマも良くてデータもあると思っていたの
に、なかなか分析がうまくいかないこともあり
ます。社員の行動ログを見ようと就業時間をデー

タとして使用する場合、「タイムカードが自己
申告制なら、まともに就業時間を入れている人
は何人いるのか」といった問題が、実ビジネス
でデータ分析を使用する際には頻出します。ち
なみに筆者は残業代とは無縁の生活だったため、
就業時間入力的なものに正しい値を入力した記
憶はありません。
　このほか、アンケートデータを活用するケー
スなどがありますが、みなさんアンケートに答
える際に見栄を張ったことはありませんか？　
筆者はあります。データをどう取ってきたのか
を調べて、その質を見極めるのはとても重要で
す。「え、そんなデータどうやって取れるの？」
と納得できないものには注意が必要です。
　データの質に関連することとして、データの
選定も重要です。機械学習はデータを入力すれ
ば結果が出ます。ただ、そのデータの種類には
タブーとされるものがあり、「定義に含まれて
いるデータ」や「予測時点では手に入らないは
ずのデータ」は入れてはいけません。機械学習
は基本的に多くのデータを入れれば精度が上がっ
ていきます（もちろん上がり幅はものによりけ
りです）。しかしそういったタブーとされるデー
タを入れると、異常に高い精度が記録されるも
のの、本番では使えない代物ができあがります。
　たとえばパフォーマンスの高い社員を、ハー
ドに働く業務時間の長い人とします。そんな社
員を予測するために元のデータに業務時間が入っ
ていると、機械は正直に業務時間の長い人をピッ
クアップします。当たり前のことを書いている
ように思われるかもしれませんが、実際に機械
学習で使われているデータを見ていると、こう
ないうケースは少なくないのです。たまに「99%

の予測精度が出ました！」という記事を見ると、
いろいろ大丈夫かなと思うこともあります。

結果の検証

　機械学習を行うまでのテーマやデータをどれ
だけ整備しても、作られた結果自体をしっかり
と検証しなければ信頼できるものにはなりませ

第　 特集 になりたい！私も機械学習機械学習
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ん。機械学習の結果はブラックボックスになり
がちです。ただブラックボックスで終わるので
はなく、比較可能な手法を以って結果を解釈し
ていくことが重要となります。飛行機がどうし
て飛ぶのかを完全に把握して飛行機に乗る人は
あまりいないですよね。すべてを骨の髄まで理
解する必要はありませんが、ポイントがあります。
次のセクションでより詳細に説明していきます。

◆　◆　◆
　機械学習というと魔法の箱のように思われて
いるケースも多いですが、テーマ決めであったり、
データの質の選定・検証であったりと、繰り返
しの泥臭い作業の上で成り立っているものです。

グレーボックス化――信頼
できる機械学習のために

　機械学習によってできあがった結果は、全部
が信頼できるわけではなく、しっかりとしたプ
ロセスを踏む必要があります。そのプロセスを
正しく踏むためにも、良いデータサイエンティ
ストの存在が重要になります。データサイエン
ティストは数学、IT、ビジネス知識のすべて
を兼ねそろえた人ですが、業界ではユニコーン
と呼ばれ、伝説上の生き物に例えられるほどに
まずいません。結果として機械学習を始めたい
各会社は、現場レベルで試行錯誤を始めざるを
得ない状況に置かれています。
　そこでここからは、試行錯誤で機械学習を始
めるうえでのTipsをまとめていきます。筆者

たちは信頼できる機械学習のために押さえるポ
イントのことを、ブラックボックスを見える化
する「グレーボックス化」と呼んでいます。な
ぜホワイトボックスと呼ばないかというと、ホ
ワイトボックスにすると今度は情報量が多くな
り過ぎ、一部の数学に強い専門家のみにしか伝
わらないため、必要な情報をサマライズ（要約）
する意味での「グレーボックス」を使っています。

特徴量を見える化

　グレーボックス化のためにどんなことが必要
かというと、目的の値に対してどの特徴量が効
いているかの相関度合いを出す方法̶̶具体的
には、機械学習の導き出した結果が掴んでいる
特徴の強さを棒グラフで表す方法̶̶がありま
す（図1）。棒グラフを見た際に、当たり前の結
果が上位に来ていることはもちろんあります。
猫の画像判定に、耳があって、ヒゲが生えてい
て、目がクリッとしているなどの特徴は誰でも
言い表せる当たり前なことだと思います。もち
ろん中には気づきづらい特徴もあると思います
が、気づきやすい特徴もちゃんと相関度合いが
高く出るというのはとても大切なことです。
　突飛な特徴ばかり出たときには、機械学習に
よって新しい発見ができた！と喜んだり、マー
ケティング効果的にそっちのほうがおもしろい
と言ったりする人も多いですが、そんなケース
というのは往々にして、データやらテーマが間
違っています。機械学習で出てきた有効な特徴

 ▼図1　 特徴量を棒グラフで可視化（患者さんの入院データ）　※DataRobotの画面をキャプチャ（図2～４も同）

2
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量が、業務視点での感覚と合っているかを判断
するドメイン知識注1を持つことが重要です。

既存方法との比較を見える化

　既存の方法との比較も重要な視点です。経験
に基づいて作成した何かしらのルールベースの
モデルがある場合には、それをベースラインと
して、新しいモデルにどれだけ効果があるかを
測る必要があります。機械学習を導入するとい
うことが必ず正解になるわけではないので、既
存のモデルや方法と明確に比較する手法を持つ
ことが重要になります。精度が良いと言っても、
それが既存手法に比べて具体的にどのようにど
れくらい良いものなのかを測って提示できなけ
れば、信頼を勝ち取ることはできません。
　1つの方法として、リフトチャートと呼ばれ
るモデルの比較手法があります（図2）。比較元
のモデルの予測値を昇順に並び替えたときに、
それに対応する比較先のモデルの予測値も順当
に昇順となるかどうかを表現しています。見方
としては、なるべく右肩上がりのグラフのほう
が良いというシンプルなもので、モデルの比較
という点では重宝されます。

予測値の分布を見える化

　機械学習の結果として、予測値と呼ばれる確
率値が出ます。予測値だけだとただの数字です

注1） ある業務・ある分野に特化した知識。

ので、ビジネスに応用するイメージがなかなか
湧かない人が多いかと思います。予測値全体の
確からしさを視覚的にとらえるために、検証デー
タに対しての予測値の分布を作成します（図3）。
実際に予測したい値を持つグループとそうでな
い値を持つグループに分け、それらグループに
対しての予測値それぞれを分布として表現した
ものを作成します。この予測値の分布から、ど
のグループの人を高い確度で分類できているか
が判断できます。

予測理由を見える化

　また全体の特徴でなく、単一の予測値の場合
には、その予測値がどの特徴量に重きを置いて
算出されているのかを表現するのも有効です（図
4）。こういった情報を出すことで、単純に予
測値だけを出すのと比較して、実際の行動につ
ながりやすくなります。突然あなたが機械学習
のシステムから、「このお客さんが成約してく
れる確率は80%！　だからアプローチしてく
ださい」と言われても納得できないですし、行
動に移し辛いと思います。「このお客さんが成
約してくれる確率は80%です、なぜなら去年
の売上の成長率が高く、類似商品の導入実績が

 ▼図2　 既存モデルとの比較をリフトチャートで可視化（再
入院の予測に関する2モデル）

 ▼図3　 予測値の分布を面グラフで可視化（再入院す
る人としない人の予測値の分布）

第　 特集 になりたい！私も機械学習機械学習
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まだなく、キーパーソンへのアプローチも完了
済みだからです」と確率を導き出した理由が示
された場合には、信頼性も上がりますし、行動
にも移しやすいかと思います。もちろんこの理
由がしっくり来るか来ないかは、データを振り
返ったり、ドメイン知識とひも付けたりしたあ
との話にはなりますが、元の確率値だけよりは
ずいぶん安心できるものになったかと思います。

◆　◆　◆
　機械学習を信頼するに足るものにするために
は、さまざまなプロセスをしっかりと押さえる
必要があります。機械学習の結果をグレーボッ
クスにすることによって、サービス化する前の
最後の予防線として使用できます。「DataRobot」
にもさまざまなグレーボックス化を行う機能を
設けていますので、もし製品自体にも興味があ
る方はぜひ筆者たちへお問い合わせください。

これから機械学習と
どう向かい合うべきか

　作る側は、これまで書いてきたさまざまな注
意点や解決方法と向かい合う必要があります。
機械学習の結果が暴走して怖いという意見もあ
るかもしれませんが、機械学習ではあくまで確
率値が出るだけですので、それを自動化するか
はそのサービスを作る側に委ねられます。機械
学習によって自動化しているサービスはこれま
でもいくつかありますが、使う側には裏側のロ
ジックは見えていません。ですので機械学習が
搭載されたと言っても、利用者側からは精度が

良くなったという感覚しかないか
もしれません。
　たとえば与信スコアの判定で使
われていたとした場合、与信に落
ちるか受かるかという結果の種類に
変化はありません。データ収集のた
めに、手書きの手続き書類がWeb

サイトでの作成になるといった変化
はあるかもしれませんが、受けるサー
ビスは変わっていないものです。も

ちろん精度が上がって、これまでギリギリ受かっ
ていた人が落ちたり、ギリギリ落ちていた人が受
かったりと、個人個人で影響は出るかもしれませ
ん。
　今後しばらくはコスト減や精度向上などの変
革が大半を占めるかと思いますが、だんだんと
今までは使えなかった人も機械学習を使えるよ
うになってくると、革新的な事例がどんどん自
然に生まれてくると思います。
　一方でEUでは、AIが与信などの意思決定を
したときには、利用者がその理由の開示を求め
る権利を法制度化しようという動きもあります。
利用者がより安心して新しいテクノロジの恩恵
を享受できるしくみ作りも、加速していく必要
があります。
　今回グレーボックス化について書きましたが、
大阪ガスでデータ分析に関わる河本薫さんが
「データサイエンティストフォーラム2017」で話
していた、「ブラックボックスを恐れている場合
じゃない」という新しい視点の考え方があります。
　10年経ったらブラックボックスと呼ばれてい
たものも普通になります。ただ、競争に勝つに
は10年も待っていられません。まさに今は機械
学習の過渡期であって、機械学習がブラックボッ
クスと呼ばれなくなる時代は確実に来ます。イ
ンターネットを使っている人の何割が、httpsの
ことがなんだがわかっているでしょうか？　ブー
ムの中、新しい技術を使って勝つためには、ブラッ
クボックスに飛び込む勇気を持つことも選択肢
の1つだと思います。ﾟ

 ▼図4　 予測のもとになった特徴量を可視化（再入院する・しないと判
定された理由を表示）

2
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Webフロントエンド 
ハイパフォーマンス 
チューニング

　モバイルによるWebブラウズ時間の増加、Single Page 
Applicationに代表されるWebページの複雑化などを背景
に、Webフロントエンド高速化の重要性はますます高まっ
ている。本書ではフロントエンド高速化について、ブラウ
ザのしくみから、パフォーマンス計測と対策までを紹介し
ている。ブラックボックスと思われがちなブラウザの動
作、パフォーマンスの計測方法や計測指標からしっかりと
解説してあるため、場当たり的ではない根本的な高速化に
取り組める安心感がある。リソース読み込みに代表される
鉄板テクニックから、認知的なパフォーマンス向上策まで
収録テクニックが多岐に渡るのも特徴だ。Webサイト、
Webアプリケーションの速度に課題を感じている人は、一
読すると得るものがあるはず。

久保田 光則 著
A5判／352ページ
2,680円＋税
技術評論社
ISBN＝978-4-7741-8967-3

動かして学ぶ
セキュリティ入門
講座

　本書は全体が3つのパートに分かれていて、Part1はセ
キュリティの現状把握、Part2はキーワードの解説、Part3
はWindows上でのセキュリティ対策について書かれてい
る。Part2のキーワード解説部分は、混同しそうなセキュリ
ティ関連のキーワードについて図を使って説明されている
ので、一通り目を通して自分がどのくらい理解できている
かをチェックすることができる。Part3以降は、Windows
で最低限行っておくべき設定（Windows上でのファイア
ウォールやWindows Defenderの設定方法）や、攻撃別の
対策方法やチェックのしかた（この辺りが動かして学ぶ部
分）、いくつかのツールの導入について解説されている。
基本的なセキュリティについてまんべんなく学習するのに
適しているだろう。

岩井 博樹 著
A5判／264ページ
2,200円＋税
SBクリエイティブ
ISBN＝978-4-7973-8746-9

プログラマのための
Google Cloud 
Platform入門	

　Google Cloud Platform（GCP）は、Googleが提供する
GmailやYouTubeのインフラとベースを同じにしている
ということもあって、注目度が高い。本書はそんなGCP
について、実際のアプリ開発に沿ってサービスの機能・使
い方を解説していく。まずは、GCPの基本やストレージ系
のサービスについて紹介しながら、Webの掲示板アプリの
実行基盤を開発していく。さらにこの掲示板アプリを本番
公開することを想定して、ロードバランサやDNSのサー
ビスの使い方を説明していく。基本的なWebアプリだけ
ではなく、オンライン五目並べゲームのコンテナ実行環境
や、画像認識機能を搭載した写真アルバムサービスなど高
度な例もある。GCPでできることを概観しながら、チュー
トリアル的に学ぶことができる1冊だ。

阿佐 志保、中井 悦司 著
B5変形判／296ページ
3,000円＋税
翔泳社
ISBN＝978-4-79813-714-8

人狼知能で学ぶ
AIプログラミング

　「人狼」とはテーブルトークRPGの1つで、村人や狩人、
人狼といった役職を与えられたプレーヤが会話を通じた心
理戦を行いながら、お互いの正体を推理していくゲーム。
この人狼をプレイするプレーヤを人工知能として実装した
のが「人狼知能エージェント」で、エージェント同士をWeb
の掲示板で戦わせる大会が2015年から毎年開かれてい
る。本書では、このエージェントを作るためのSDK「人狼
知能プラットフォーム」を使った開発手法、サポートベク
ターマシンにフォーカスした機械学習、形態素解析・品詞
解析といった自然言語処理の分野を解説している。本プロ
ジェクトでは、最終的に人間と戦うに足るエージェントを
開発することが念頭に置かれており、実現すれば人間の嘘
を簡単に見抜く人工知能が誕生してしまうかもしれない。

狩野 芳伸、大槻 恭士、園田 
亜斗夢、中田 洋平、箕輪 峻、
鳥海 不二夫 著／人狼知能プロ
ジェクト 監修
B5変形判／416ページ
3,680円＋税
マイナビ出版
ISBN＝978-4-8399-6058-2
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――  あなたの思いを伝える技術、 教えます

特集 2 プレゼンテーション技術力の高め方

　誰でもプレゼンは怖いものです。エンジニアにとって自分の拠り所となるのは
「技術力」ですが、その発展と進歩はいつでも目覚ましく、それだけでは自分を引
き立てられなくなってきています。そこで、発表する力＝プレゼン力の出番で
す。今まさにITエンジニア勉強会ブームです。毎日のように勉強会が開催され、
さまざまなテーマでプレゼンが行われています。プレゼンで人生が変わった人も
少なくありません。本特集では、自分の人生を前向きにコントロールする技術と
して、プレゼンの達人にその極意を執筆していただきました。これを手がかりに
改善してみませんか！　今後のプレゼンがうけるか、すべるかはあなた次第！

Author  横田 真俊（よこた まさとし）　　 URL  http://wslash.com/
さくらインターネット㈱　エバンジェリスト
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1st Stage  広がる「エンジニア」の職務

　あなたはプレゼンテーションが得意ですか？
　もしあなたがエンジニアであれば、人前に出
て話すことは苦手と感じている方も多いでしょ
うし、そういうプレゼンみたいな仕事は営業職
や企画職に任せておけば良いと考えている方も
多いでしょう。
　しかし、エンジニアの職務として、

「プレゼンテーション」の能力は 
本当にいらないのでしょうか？

　筆者はエンジニアの方にこそ、

「プレゼンテーション」の能力は
必要になってきている

と考えています。
　たとえば、あなたがWebサービスのサービ
ス運営などを任せられたとします。あなたはエ
ンジニアとして、そのサービスの作成やインフ
ラ周りの整備を行います。ただ、あなたの仕事
はエンジニアリングだけではありません。サー
ビスの運営全般を任せられた場合、エンジニア
リング以外にもさまざまな仕事が出てきます。
　まず、上司に自分の企画を説明する必要があ
りますし、場合によっては他部門の人達や、そ
のサービスを売ってくれる営業の方にも説明が

必要となるでしょう。
　さらに場合によっては、

自社製品のアピールのためにお客様の
前で話をして、競合とのコンペに

勝たなければなりません。

　このようなエンジニアリング以外の仕事をす
る場合に、

大きな武器となるのが
「プレゼンテーション」の能力です。

　自分が作成しているサービスがどのような物
であるかを上司やお客様に説明する必要も出て
きますし、場合によっては大勢の前で自分が担
当しているサービスの説明をする場合も出てく
るかもしれません。そのようなときにうまくプ
レゼンができれば、自分が担当したサービスの

Lesson 1 意識改革 編
―― なぜエンジニアもプレゼンができたほうが良いのか？

特集

2

―― あなたの思いを伝える技術、 
教えます

プレゼンテーション技術力の高め方

エンジニアのための
うけるプレゼン・
すべるプレゼン

Author   横田 真俊 （よこた まさとし）  http://wslash.com/　さくらインターネット㈱　エバンジェリスト
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評価が良くなるでしょう（もちろん、あなた自
身の評価もです）。

2nd Stage  自分の仕事の説明を「他人」
任せにしていませんか？
　ここまで読んで「プレゼンや客先説明は営業
や企画の仕事だろう、なぜ我々がプレゼンをし
なければならないのだ？」という方もいらっしゃ
るかと思います。確かにお客様に商品説明をす
るのは、営業の方がすることが多いでしょうし、
社内調整などは企画の方がすることもあるでしょ
う。しかし、

それでも筆者はエンジニアが自分で上司や
お客様に説明する

機会を増やしたほうが良い

と思います。
　たとえば、自分が人数が少ないベンチャー企
業に就職した場合、お客様への説明などについ
て、専任の人がいるとは限りません。自分でお
客様に自分のサービスを説明する場合も出てき
ます。そのとき「プレゼン」に慣れていなければ、
お客様にうまく説明ができないかもしれません。
　また、営業や企画職などが専任でいる場合で
も「プレゼン」ができるようになったほうがメ
リットがあります。エンジニアとしてサービス
を作るときに、自分が手がけるサービスについ
て、第三者が説明をして相手に正確な意図が伝
わらない場合もあります。そのようなときに、
はじめから自分でサービスについて説明をした
ほうが良いとは思いませんか？
　サービスについて一番わかっているのは自分
なので、第三者を介さずに話したほうが正確に
意図を伝えられるでしょう。もし「人前で話す
ことが苦手だから、プレゼンは他人にしてもら
う」という気持ちであれば、

自分のサービスや企画を相手に直接伝える
というすばらしいチャンスを捨てている

ことになっていると思います。最近では技術的
な事柄を普通の人に説明する、

「エバンジェリスト」

という職種もIT業界を中心に増えてきました。
営業職や企画職に比べてエバンジェリストは、
言わばプレゼンのプロです。このエバンジェリ
ストのような存在がいれば、エンジニアである
みなさんが、わざわざプレゼンをしなくても良
い気もします。

エバンジェリストという職種は、
まだ世間一般ではそれほど
知れわたっていないため、

人によっても定義は違いますが、一般には自社
のサービス・技術に関係することを世間一般に
わかりやすく説明する人達で、プレゼンや記事
執筆を通常のエンジニアや営業職よりも多く担
当している場合が多いでしょうし、数を多くやっ
ている分プレゼンもうまいはずです。このよう
なエバンジェリストのような職種があるのです
から、プレゼンはそのような職種の方にお任せ
すれば良いと思う方もいらっしゃるかもしれま
せん。
　確かにエバンジェリストのような人が会社に
いれば、その方に話してもらえば自分は人前に
出て話をしなくとも良いでしょう。ただ、

すべての会社にエバンジェリストのような
「プレゼンが得意な人」がいるとは限りませんし、

自分が企画・作成したサービスを自分の意図
どおりに説明してくれるかはわかりません。
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　さらに言えば、そのようなエバンジェリスト
には、たくさんのプレゼンの依頼が来るでしょ
うから、自分の都合の良いときにプレゼンをし
てくれるとも限りません。
　そして会社と関係ない、自分のサービスにつ
いてはどうでしょうか？　自分の趣味で作成し
たサービスについて、自分以外でそれを説明し
てくれる人はいないはずです。このような場合
は、自分でそのサービスを説明するしかありま
せん。結局のところ、

「エバンジェリストがいるから自分が
説明しなくても良い」ということにならず、

自分で説明する必要

が出てきます。

3rd Stage  社内外に認められるために
「プレゼン」を武器として使いましょう！
　仕事以外でも「プレゼン」を活用することで社
外からの評価が上がることがあります。最近で
は数多くのエンジニア向けの勉強会やセミナー
が開催され、エンジニアの方が発表する機会も
増えています。以前は「セミナーで登壇」という
と選ばれた人が大人数の前で発表するという印
象がありましたが、最近では大きなセミナーは
もちろんのこと、小さい規模の勉強会も数多く
開催されるようになり、

登壇することのハードルは
非常に低くなりました。

　もし、あなたがエンジニア向けの勉強会に参
加したことがあれば、有名なエンジニアの方以
外の人、たとえば自分の知り合いが登壇してい
るところを、見たことがある方も多いでしょう。
それだけ登壇は普通のことになってきています。
　このように、エンジニア向けの勉強会が増え
たことで登壇する機会は増えましたが、それで
はこのような勉強会に登壇することは、どのよ
うなメリットがあるのでしょうか？　金銭的な
面では、登壇すると謝礼が出るような大きなセ
ミナーはともかく、小規模な仲間内の勉強会に
メリットはない気がします。しかし、勉強会で
登壇すれば、その勉強会での知り合いも増えま
すし（少なくとも登壇することで、参加してい
る人はあなたの顔と名前を見てくれます）、

そこから自分の関心のあるテーマに
ついて仲間が増えたり、

人脈が広がったりするかもしれません。

　実際に、勉強会の登壇をきっかけにして転職
につながった人もいます。たとえば、あるクラ
ウドベンダの勉強会では、勉強会で良いプレゼ
ンテーションをした人が、そのクラウドベンダ
から声をかけられ、そのベンダに入社したこと
もありましたし、勉強会やセミナーの登壇をきっ
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かけにして転職先が見つかる方も増えています。
もちろん勉強会で登壇することの目的は「転職」
だけではありませんが、

プレゼンによって新しい職を
獲得することも可能

なのです。
　また、このような勉強会の発表をきっかけに、
自分が作成したサービスの知名度を上げられる
かもしれません。セミナーや勉強会での発表を
きっかけにして注目を集めたサービスもいくつ
もあります（もちろん、その場合はプレゼン能
力だけでなく、ソフトウェアやサービスの「出来」
がよくなければいけませんが……）。
　このように「エンジニアなのでプレゼンテー
ションをしない」という状況が変化してきてい
ます。むしろサービスやツールなどを作成する
ために、上司や同僚の同意を得るために、また
自分が作成したサービスやツールを広めるため
に「プレゼン」を武器として利用するシーンが出
てきていると言っても良いでしょう。

4th Stage  プレゼンの苦手を克服して、社内
外を「説得」するツールとして利用しよう！

「プレゼンの重要性はわかっている。
でも、人前でしゃべることは苦手だ」

という人もいます。どんなに技術が優れた人で
も、大人数の前でしゃべることにとても苦手意
識を持っている方もいます。「プレゼン」につい
てのよく言われている小話に、

「人前で話すことは
死ぬことよりも恐ろしい」

というものがあります。プレゼンを苦手に思う
人の心を代弁したような回答ですが、プレゼン
や講演会の登壇者が「プレゼンは死より恐ろし
い」と言って講演会に来なかったことはありま

せんし、

プレゼン中に死んだ人も
あまり多くいない

と思います（もし、プレゼン中に死んでしまっ
た人がたくさんいたら、法律でプレゼンは禁止
されるでしょう）。
　しかし、この「人前で話すことは死ぬことよ
りも恐ろしい」という小話はまことしやかに言
われています。この小話はもともとは『The 

Book of Lists』という1977年に出た雑学本に
書いてあったもので、3,000人のアメリカ人に
「もっとも怖いものは何ですか？」というアン
ケートをとったところ、1位が「人前で話すこと」
で7位が「死」だったという結果注1が出ました。
このことから「人前で話すことは死ぬことより
も恐ろしい」という部分が広まったと言われて
います。

注1）  https:/ /www.amazon.com/Peoples-Almanac-Presents-Book-Lists/dp/0688031838/ref=pd_sim_14_3?_
encoding=UTF8&pd_rd_i=0688031838&pd_rd_r=1MJNDM4FVD417Q100KFV&pd_rd_w=PUwiW&pd_rd_wg=z0BN6
&psc=1&refRID=1MJNDM4FVD417Q100KFV

　本誌を購入されている方であればDocker
については、少なくとも聞いたことがある
と思います。登場してからわずかな間に広まっ
たDockerですが、もともとはPyconという
Pythonのカンファレンスの中のライトニン
グトークで初めて発表されたのが流行のきっ
かけです。Dockerは、このライトニングトー
クからさまざまなテック系メディアに掲載
されるようになり、人気プロダクトになり
ました。このように現在では当たり前に利
用されているDockerも最初に発表されたの
は、カンファレンスのライトニングトーク
からです。今後、あなたが個人的に作成し
たツールやWebサービスをセミナーなどで
発表する機会があるとき、ライトニングトー
クや講演でプレゼンがうまくできれば、
Dockerのように人気がでるかもしれません。

Dockerの流行を生み出した
ライトニングトーク

コ ラ ム

https://www.amazon.com/Peoples-Almanac-Presents-Book-Lists/dp/0688031838/ref=pd_sim_14_3?_encoding=UTF8&pd_rd_i=0688031838&pd_rd_r=1MJNDM4FVD417Q100KFV&pd_rd_w=PUwiW&pd_rd_wg=z0BN6&psc=1&refRID=1MJNDM4FVD417Q100KFV
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　人前でしゃべることについて苦手意識がある
人が多いからこそ、このような小話が幅広く広
まっているとも言えます。普段、仕事のため人
前に出てしゃべる機会が多い人はともかく、そ
うでもない方が人前でしゃべるのはなかなか慣
れないと思います。
　実際に IT業界の有名な人でも、最初の講演
は失敗したと感じている人もいます。たとえば
Linus Torvaldsもその1人です。
　Linus Torvaldsと言えば、みなさんもご存じ
のとおりLinuxカーネルの開発者です。彼の最
初の講演について、彼の自伝でもある『それが
ぼくには楽しかったから注2』に、こんなふうに
書かれています。

「講演はどうだったかって？　聴衆は、彼
らの前に立ち、救命胴衣のようにパワーポ
イントのスライドにすがりつき（マイクロ
ソフトよ、ありがとう）、質問にたどたど
しくこたえる見るからに怯えきった若者に
同情していた。（中略）初めての講演は、
ショック療法みたいなものだった。その次
の講演も同じようなものだったが、段々と
自信がついてきた」（『それがぼくには楽し
かったから』P.180より）

　あのLinus Torvaldsでさえ、最初の講演は
このように失敗して、段々と自信がついてきた
と語っています。

かくいう筆者も人前で話すことは
非常に苦手でした。

　初めて大勢の前で講演をしたときはネットワー
ク技術者が集まるイベントで、筆者はその中で
プレゼンをしたのですが、講演中はあまりにも
緊張してしまい、

自分でも何を発表しているのか
わからない状態

でした。どれぐらい筆者が緊張していたかと言
えば、プレゼンの発表中に聴衆の中から「ガン
バレー」という声援をもらったほどです。確か
にこれだけ大勢の前で恥をかくのであれば、

「人前でしゃべること」は
「死ぬことより」も恐ろしい

のかもしれません。このように筆者は、当初は
人前に出てしゃべることは苦手でしたが（何し
ろ聴衆から励ましの声援をもらっていたほどで
す）、

今ではエバンジェリストとして
さまざまなテーマで年間50本ほど

講演やハンズオンを実施

しています。
　これは筆者が「話し方がうまかった」というこ
とでも「スライド資料の作り方がうまかった」と
いうことでもありません。もともと話し方もス
ライドの作成方法も下手でしたが、

それでもプレゼンを多く実施することで
「話慣れ」をした

ことや、

注2）  リーナス・トーバルズ、デビッド・ダイヤモンド（著）、風見潤（翻訳）、中島洋（監修）、『それがぼくには楽しかったから 
――全世界を巻き込んだリナックス革命の真実』、小学館プロダクション、2001年
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ちょっとしたことを気を付けるだけで
プレゼンの出来がよくなった

ため、これだけのプレゼンを行うことができる
ようになりました。
　今回の特集記事では、

筆者がここ数年、気を付けてきた
「プレゼン」が苦手ではなくなる
コツについて説明をしていきます。

　みなさんのプレゼン技術向上のお役に立てれ
ば幸いです。

1st Stage  「プレゼンのコツ」を書いた
本や記事を読むだけでは上達しません！
　プレゼンやスピーチについて書かれた本や雑
誌の記事は山のようにあります（まさにこの記
事もそうですが）。最近ではプレゼンに関する
Web記事などもたくさんあるので、検索エン
ジンで「プレゼン　やり方」「プレゼン　うまく
やる方法」などのキーワードで検索をすれば山
のように記事が見つかるでしょう（図1）。
　しかし、これらの記事をいくら読んでも、た
だ読むだけではプレゼンはうまくならないでしょ
う（それは、今あなたが読んでいる／筆者が書
いているこの記事も含めてです）。確かに、こ

れらのプレゼンに関する記事はいろいろと勉強
になることもあるかとは思いますし、スライド
の作り方などの記事は、スライド作成時に参考
になるかとは思います。

 ▼図1　キーワード検索画面

　多くのプレゼンや講演のあとには質問タイムが
あります。質問がたくさん出るプレゼンは、聴衆
が関心を持ってくれている証拠なので、講演者に
とって質問自体はうれしいのですが、中には困っ
た質問者の方もいらっしゃいます。筆者も最初の
ころは、なかなかこのような方にはうまく対応で
きませんでしたので、そちらの失敗談を紹介しま
す。
　ある技術論的なプレゼンのあとに、質問タイム
があったのですが、質問者の方が延々と自説を述
べられ、まるまる質問の時間を食い潰してしまっ
たことがありました。質問をしていただけるのは
ありがたいのですが、多くの聴衆にとって、その
人の質問（というか自説）はあまり関心がないもの
だと思います。

　本来であれば、「ほかの質問者の方もいるので
……」とか「質問の時間も限られているので……」
など、うまく質問を終わらせるような言葉をはさ
んで質問を切り上げるようにすべきでしたが、筆
者はまだプレゼン自体にも慣れておらず、質問者
に対してどのように接すれば良いかわからなかっ
たので、うまく対応できませんでした。
　「質問タイムに演説をする人」に対応するには、
質問を切り上げるほかにどのようにしたら良いの
でしょうか？　同じ種類の勉強会やセミナーに何
度か行くと、なんとなく「演説をする人」がどのよ
うな人なのかわかってきます。そのような人達の
質問については、質問タイムの最後の方に指名す
るなどの工夫をすれば、みなさん納得されると思
います。

質問タイムに「演説」をする人をどうするか？コ ラ ム

Lesson 2 実践入門 編
―― プレゼンの「練習」をする場を作る
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　しかし、初めてプレゼンをする人が、

「話し方」や「プレゼン技術」に関しての
本や記事を読んで、

すぐにうまいプレゼンをする

のはなかなか難しいでしょう。うまいプレゼン
をするには、これらの本に書かれていることを
実際にやってみて経験を積む必要があります。

「プレゼンの本を読めばプレゼンがうまくなる」
というのは「野球やサッカーの本を読めば

野球やサッカーがうまくなる」

と言っているようなものです。野球やサッカー
の本には、トレーニングの方法などは書かれて
いると思いますが、読んだだけでうまくなると
思っている人はいないでしょう。

プレゼンも同様に単に記事や本を
読んだだけでは身につきません。

	 �本を参考にしつつ、実際に
プレゼンをこなしている

	 �本を読んでできるつもりに
なってしまう

2nd Stage  プレゼンがうまくなるためには
場数をこなすのが一番
　では、どのようにすればプレゼンはうまくな

るのでしょうか？　筆者は、

実際にプレゼンの場数を
こなすことが一番

と主張したいと思います。プレゼンに関する記
事にはとても良いことが書いてありますが、実
際に人前に出てプレゼンをするときは（とくに
初めて人前に出てしゃべる人はなおさら）プレ
ゼンで記事や本に書いてあったとおりに話せる
人はそんなにいないでしょう。
　ただ、最初の1～2回は失敗しても、何回も
プレゼンをしていると、

最初はできなかったことができるように
なってきますし、場慣れしてくると

プレゼン中のトラブルにも
対応できるようになってきます。

　まずはプレゼンをする機会を増やして実際に
人前に出てしゃべってみるのが上達への近道で
す。何度も人前でしゃべれば、

「人前で話をすること」にも慣れますし、
話をすることに慣れると

プレゼンの内容に自信が出てきます。

　そして自信が出てくれば、聴衆もより熱心に
話を聞いてくれるようになるでしょう。
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プレゼンがうまくなる王道は、
実際にプレゼンの数を増やして

プレゼンの場数を増やすことです。

　プレゼンの場数を増やすことで、だんだんと
プレゼンがうまくなっていきます。

	 �とにかくプレゼンの場数を
こなす

	 �プレゼンを経験した回数が
少ない

3rd Stage  「練習」と「失敗」を
繰り返せば、プレゼンはうまくなる
　プレゼンの場数を増やせば確かにうまくなり
ます。ただ、もしこの記事を読んでいるあなた
が1週間後に大事なプレゼンがあった場合、ど
うでしょう？　たぶん「プレゼンは場数をこな
せばうまくなる」というアドバイスはあまり役
に立たないかもしれません（何しろプレゼンは
1週間後です）。
　もし、あなたが近いうちに重要なプレゼンを
実施するとき、

そのプレゼンを成功させたいと
思っているのであれば、

そのプレゼンの「練習」をすべきです。

　不思議なことにプレゼンを成功させたいと思っ
ている人はスライドにギリギリまで手を入れる
ことには熱心ですが、実際に、

自分が作ったスライドを見ながら
リハーサルや練習をすることは

あまりやっていない

ように思えます。プレゼンで使うスライドを早
めに完成させたら、

自分のプレゼンのリハーサルを
してみましょう。

　一度リハーサルをしてみると、自分のプレゼ
ンスライドや自分の話し方の問題が見えてくる

かもしれません。その部分を修正して再度練習
をすれば、最初に行ったリハーサルよりも、もっ
とうまくできるようになっているでしょう。こ
れを繰り返せば、

そのプレゼンが成功する確率は
高まっていくでしょう。

　プレゼンを実施するときは、どうしてもスラ
イドをギリギリまで作成してしまい、プレゼン
のリハーサルや練習をしない人はかなり多いと
思います。中にはプレゼンに練習など必要ない
と思っている人もいるかもしれません。
　確かに、練習に付き合ってくれる人がいなけ
れば、誰もいない空間の中1人でしゃべるのは
バカみたいですし時間もかかります。しかし、

リハーサルを行えば本番前に問題点を
見つけられますし、本番のプレゼンの

前に「失敗」することもできます。

　本番では失敗は許されませんが、自分で勝手
にやっているリハーサルでは「失敗」しても問題
にはなりません。
　もし、重要なプレゼンが迫っているのであれ
ば「練習」と「失敗」を繰り返しておけば、プレゼ
ン本番で失敗することはないでしょう。
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	 �リハーサルで自分の問題点
を見つける

	 �リハーサルをしていないの
で本番で失敗する

4th Stage  プレゼンのチャンスを
積極的に作っていますか？
　プレゼンがうまくなるのは「場数をこなすこ
と」や「リハーサルや練習をすること」だと説明
をいたしましたが、実際に「場数をこなす」と言っ
ても、

登壇依頼が来ることは、多くはない

と思いますし「リハーサルや練習」と言っても、
直近で自分が発表することがなければ、とくに
「リハーサルや練習」などをしないでしょう。
　もし、プレゼンをする場所がなければ、

自分でプレゼンをする場所を探し

て、そこでプレゼンをする機会を作ってみましょ
う。自分が属している会社で勉強会などがあれ
ば、そこでプレゼンをすれば良いでしょうし、
自分がよく行く勉強会などで発表をする機会が

あれば、そこで発表すれば良いでしょう。

「発表する機会」を増やしていけば、
それ自体が「発表する練習」

になります

し、何回も登壇することで、人前で話すことに
慣れてきます。

「場数をこなす」

ということがプレゼンの上達の近道ですが、登
壇依頼を待っていないで、自分で発表する機会
を作ってみましょう。

	 �登壇したことが次の登壇を
呼び、経験値が上がってう
まくなる

	 �実際に登壇しないので、な
かなかプレゼンが上達しな
い

5th Stage  
勉強会やLTで話してみましょう！
　しかし、自分の周りで自分が発表する機会が
ない場合は、どうしたら良いでしょうか？　「プ
レゼンの場数をこなせばうまくなる！」と言わ

　実際にはどのようにリハーサルをすれば良いの
でしょうか？　リハーサルのやり方はいろいろと
あると思うのですが、ここでは筆者がやっている
リハーサルの例を紹介します。
　まずは完成したスライド資料を実際にプレゼン
テーションモードで一通り見てみましょう。自分
で作ったスライドですが、通して見ると順番がお
かしかったり、誤字脱字が見つかったり、スライ
ドのアニメーションがおかしい個所があるもので
す。一度スライドショーモードで確認をすれば、
このようなミスはだいぶ減らせると思います。
　次に、本番のように声を出してスライドを発表
してみましょう。指定された発表時間を過ぎない
ように、タイマーや時計で時間を計りながら実施
してみましょう。時間が足らないようでしたら、

スライドの説明を簡略化するか、思い切ってスラ
イドを削ってみましょう。
　また、仕事の重要なプレゼンの場合は、社内の
チームのほかのメンバーに練習に付き合ってもら
うことをお勧めします。とくに会社の重要な製品
発表や社内でも大きなイベントの場合は、複数人
で自分の発表をレビューしてもらうべきです。
　筆者も自分が担当しているクラウドサービスの
製品発表会や、年末に実施している会社の大きな
イベント用の発表では同僚や上司とリハーサルを
行って発表いたしました。さすがに通常のイベン
トでは、複数人でのチェックはいらないと思いま
すが、ここ一番では第三者も入れてリハーサルを
したほうが良いでしょう。

プレゼンのリハーサルについてコ ラ ム
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れても、そもそも人前であまり話しをしない方
からすると、

「人前でしゃべる機会なんてない」

と思うかもしれません。そういう場合は、発表
できる場所を見つけてみましょう。最近ではエ
ンジニア向けの勉強会は毎日のように開催され
ています。その勉強会の中には、

登壇者やLT（ライトニングトーク：
Lightning Talk）を募集

しているものもあります。その勉強会の講演枠
やLTでしゃべってみてはどうでしょうか？
　「登壇をする」と言うと大げさに聞こえるかも
しれませんが、LTは基本的に3分から5分程
度の短い発表をするもので、

通常のセミナー講演に比べれば、
ハードルが高くありません。

　どのような勉強会のLTに参加すれば良いか
わからない方は、まず、自分がよく行く勉強会
や関心があるテーマを取り扱っている勉強会の
LTに参加すると良いでしょう。なじみのある
勉強会ならば、そこで聞いてもらえるテーマが
イメージしやすく、発表するテーマも見つけや
すいでしょう。勉強会によっては、LTだけを
取り扱う勉強会や、初めてLTする人を優遇す
る勉強会もありますので、初めてLTに登壇を
する人はそのような勉強会を探してみるのも良
いでしょう。

	 ��LTに慣れることで自分のプ
レゼンも上達する

	 �LTに尻込みしてしまい、上
達と登壇の機会を失う

6th Stage  
「失敗」をして経験を積むことが大事
　LTに応募して、

スライドを作るときや、

発表をするときは、
いろいろと後悔することも多い

と思います。なぜかと言えば、スライドを作る
ときは、発表時の締め切りに追われることにな
りますし、LTをするときは最初は緊張してう
まく話すことができないかもしれません。また、
スライドも慣れている人に比べたら効果的に使
えないかもしれません。話をしているときは、

緊張で汗だくになる

こともあるでしょう。最初のLTはいろいろ失
敗してしまうかもしれませんが、

最初はそれで良い

のです。LTなど人前で話すことを繰り返して
いけば、

人前で「話慣れて」きます。

　そうすると自分なりにプレゼンのやり方がわ
かってきます。実体験で得られた経験は、プレ
ゼンのコツを書いた本やWeb記事をいくら読
んでも身につきません。
　LTなどをするときは、最初は「失敗」するか
もしれませんが、ここで失敗しても、多少の人
間の前で恥をかくだけです。しかし、仕事で行
うプレゼンなど「失敗できない」ときがあると思
います、そのときに「失敗」するよりも、

「失敗しても良い」ときに失敗

して、

プレゼンの経験値を
貯めたほうが良い

のです。

	 �LTという場での失敗を次に
活かすことができる

	 �失敗に臆病になる悪循環
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7th Stage  勉強会を主催していますか？

　さまざまな勉強会でLT登壇を経験してきた
ら、今度はLTではなくもう少し長い時間話を
するようなプレゼンをしてみましょう。もし、
何度かLTをやったのが縁で勉強会の登壇依頼
が来たら、ぜひ受けて登壇してみましょう。ス
ライド資料を作るのも、話を長時間するのもつ
らいと思いますが、LTをするよりもいろいろ
な経験ができます。
　ただ、LTと違い長時間の登壇については、
なかなかチャンスがこないかもしれません。

そんなときは自分達で勉強会を
主催してみるのはどうでしょうか？

　自分で主催する勉強会であれば、自分の好き
なテーマで話をすることができますし、しゃべ
る時間や一緒に登壇する人も自分達で決められ
ます。
　たとえば、筆者は同じ会社のテクノロジエバ
ンジェリストである前佛雅人氏と一緒にプレゼ
ンに関する勉強会「プレゼン技術研究会」という
イベントを定期的に開催しています。この勉強
会の特徴は、参加者全員がテーマに沿ってプレ
ゼンをするということです。参加者全員がプレ
ゼンをすることになるので、事前準備もたいへ
んですし、参加者のプレゼンを全部見る必要が

あります。
　全員でプレゼンとなると、参加側にも主催者
側にもかなりの負担となるため、通常の勉強会
やセミナーでは実施しないと思いますが、自分
が主催者となれば、このような形態の勉強会も
できます。
　実際に勉強会やセミナーを開催する場合、会
場の手配などの問題もありますが、仲間内のク
ローズドな勉強会であれば告知を出す必要はあ
りませんし、会場も会社の会議室や喫茶店の個
室や会議室を利用すると良いです。

自分達で勉強会を主催すれば登壇する
テーマを選ぶことができますし、

自分が話したい、もしくは聞きたい
テーマで勉強会を設定できます。

　人の手配などたいへんですが、機会があれば
自分で勉強会を主催しても良いでしょう。

	 �主体的にプレゼンすることで
主催者側の視点も得られる

	 �自分から表現する方法を検
討する機会を失う

　ここまで「プレゼンは場数をこなせばうまくなる」
と説明してきましたが、これは筆者以外の人達に
も当てはまります。実際に何回かプレゼンを行っ
ている人達は確実にうまくなっています。
　後述しますが、筆者と当社同僚で一緒に「プレ
ゼン研究会」という勉強会を主催しています。こ
の勉強会では、参加者全員に1分間の自己紹介と
テーマに沿ったLTをやっていただきます。
　参加者全員が事前にスライドを作り、しかも実
際にプレゼンをやるというハードルが高い勉強会

です。例外はなく、スライド資料を作り忘れた人
がいれば、その人がスライド資料を作り終えて発
表ができる状態になるまで、ほかの人が何回かプ
レゼンで場をつないだこともありました。
　このようなハードルが高い勉強会ですが、何回
か参加されている人達は確実にうまくなっています。
勉強会初回参加時にスライド資料を作り忘れた方も、
初回は即席で作った資料だったので満足できるク
オリティではありませんでしたが、何回か実際に
プレゼンを行った結果とても上達されました。

LTで場数をこなしてうまくなったコ ラ ム



Lesson 3 即効技術 編
―― 聴衆を意識してテーマを作る

70 - Software Design Aug.  2017 - 71

1st Stage  
本当に訴求したいテーマは何ですか？
　プレゼンは「数をこなせばうまくなる」と言わ
れても、

話すテーマが決まっていなければ
プレゼンをすることはできません。

　自分が登壇する場合のテーマは、どのように
すれば良いのでしょうか？　依頼を受けてプレ
ゼンをするのであれば、プレゼンをするテーマ
は決まっていますが、LTや自分が主催の勉強
会については自分でテーマを設定しなければい
けません。自分でプレゼンのテーマを考えると
きは、どのようなテーマにすれば良いのでしょ
うか？　まずLTなどのように、テーマが比較
的自由に選択できる場合は、

自分が訴えたいテーマで
プレゼンを作れば良い

でしょう。自分が作ったWebサービスや自分
の好きなツール・言語など、自分が訴えたいこ
とやテーマでプレゼンをすれば良いでしょう。
もし「訴えたいテーマ」がない場合は、どうすれ
ば良いでしょうか？　そのときは自分が得意な

物や普段使っているツールなどをプレゼンすれ
ば良いでしょう。自分が利用しているツールの
メリットや注意点、まだ出始めのツールや
Webサービスなどの利用体験などを話せば良
いのです。
　たとえば、「出始めのツール」であれば、各社
のクラウド事業者の新サービスや、動きが速い
コンテナ系や構成管理ツールなどを取り上げる
のが定番です。また、それではありきたり過ぎ
るという方は、普通の人があまり見ないような
ツールの紹介でも良いでしょう。
　またLTの場合、勉強会のテーマと自分の趣
味を強引に結びつけて発表するという方もいらっ
しゃいます。ITインフラエンジニアのみなさ
んの中には、アニメが好きな方も多いせいか勉
強会のテーマとアニメを結びつけて発表される
方もいます。
　記憶に残ったものとしては、シェルスクリプ
ト関連の勉強会でのLTでした。シェルスクリ
プトを使って青空文庫から「走れメロス」を抜き
出し、その登場人物を特定のアニメの登場人物
に変換するというプレゼンをされる方がいらっ
しゃいました。
　そのほか、実際の上場企業役員の方をゲスト

　クローズドな勉強会ではなくオープンな勉強会
を開催するときは「connpass」や「Doorkeeper」など
のサービスを利用して集客をすると思います。開
催告知を出したら意外に人が集まるかもしれません。
　しかし、申し込みをしたすべての人達が来るわ
けではありません。さまざまな勉強会がカジュア
ルに開催されるようになり、キャンセルするのも
カジュアルにできるようになってしまい、最近の
勉強会は非常にキャンセル率が高いです。
　筆者も「プレゼン研究会」に限らずいろいろな勉

強会の企画をしていますが、登録者の割には参加
している人間が大幅に少ないこともあり、会場選
定や食事の用意に苦慮したことがあります。
　これは筆者の感覚なのですが、イベントに参加
登録をした人のうち実際にイベントに来るのはよ
くて登録者の8割、悪ければ半分も来ないでしょう。
　ですので、もし想定より参加者が多く参加した
としても、あわててもっと大きな会場を用意する
必要はありません。参加者は多くて8割ぐらいの
感覚でいたほうが良いと思います。

勉強会を開催するときの人数カウントに注意コ ラ ム

Lesson 3 即効技術 編
―― 聴衆を意識してテーマを作る
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に迎えて「自分のアイデアを発表して上司から
承認を得る方法」をテーマにした勉強会を開催
したときは、当時非常に人気があったアニメで、
その舞台となっている荒廃した場所をいかに再
建するかというプレゼンをされた方もいらっしゃ
いました。
　今回はアニメを例に出してみましたが、別に
それ以外でもLTぐらいの短いプレゼンであれ
ば、みなさんが持っている趣味と勉強会のテー
マを結びつけて発表してもいいでしょう。

	 �話すテーマが決まっているか
ら伝わる

	 �テーマがないから発表の軸
がぶれる

2nd Stage  誰が自分の話を聞いているか
意識していますか？
　テーマが決まれば、あとはスライドや資料の
作成をするのですが、テーマの選定や資料作り
で大事なことがあります。それは、

「誰が自分の話を聞いているか？」

ということです。プレゼンをするのであれば、
聞いている人に関心を持ってもらえるテーマを
選ばなければなりません。LTなど登壇時間が
短く、テーマが自由に決められるのであれば、
そこまで意識をしなくとも良いと思いますが、
登壇を依頼されたり、長いプレゼンをするので
あれば、

誰が自分の話を聞いているかを
意識してプレゼンのテーマを作成

したほうが良いです。たとえば、あなたが、あ
るクラウドサービスについてプレゼンをすると
しましょう。あなたは普段利用している、ある
「クラウドサービス」についてのすばらしさをプ
レゼンしようとするとします。
　もし、プレゼンを聞く人がすでにその「クラ
ウドサービス」についてよく知っている人達で
あれば、そのサービスについての概要を説明し

ても、すでに知っていることなので関心を持っ
てもらえないかもしれません。反対にその「ク
ラウドサービス」について、知らない人がほと
んどであればサービスの概要などを説明したほ
うが良いでしょう。
　せっかく自分が登壇をするのですから、

自分のプレゼンに関心を持って
もらわなければなりません。

　そのためには「誰が自分の話を聞いている
か？」ということを意識して資料作りや話し方
を考えたほうが良いです。そうしなければ、聴
衆はそのプレゼンに関心を持ってもらえないで
しょう。

	 �誰が聞いてくれるのかわかっ
ている

	 �自分が興味のあることだけ
しか表現できない

3rd Stage  聴衆がどのような人達か調べて
いますか？
　聴衆のことを考えてスライドや資料を作ると
きは、自分のプレゼンの参加者がどのような人
達なのか知っておいたほうが良いでしょう。聴
衆がどのような人なのかがわかれば、その会場
にあったプレゼンを用意できます。もし可能で
あれば、
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自分が登壇するイベントにどのような
人達が参加するか調べておきましょう

　何度か開催された勉強会であれば、過去の勉
強会の参加者や発表テーマを確認すれば、その
勉強会の会場には、どのような人が来ているの
かだいたい推測できるので、どのような発表に
関心を持ってもらえるのか推測できます。さら
に可能であれば勉強会の主催者に、

「会場に来るのは、
どのような人達なのか？」

　また、

「今回の勉強会がターゲットと
しているのは、どのような人達なのか？」

といったことを確認しておくと、その会場にあっ
たテーマを設定しやすくなります。LTなどは、
自分が好きなテーマで発表できますが、それで
も発表する会場に合うようにアレンジしたほう
が自分のプレゼンに関心を持ってもらえます。

	 �参加者がどんなことを聞きた
いのかわかっている

	 �参加者のプロフィール・属
性を調べていない

4th Stage  なぜプレゼンで自己紹介するの
か、理由をご存じですか？
　「関心を持ってもらう」ことでは、

プレゼンの最初に行う自己紹介も重要

です。どのようなプレゼンでも、最初に登壇者
の自己紹介や所属している会社説明が入ってい
ます。なぜ、最初に登壇者の自己紹介や所属し
ている会社の説明をするのでしょうか？　それ
は、

「プレゼンをする登壇者が、どうして
この場にいるのか」知ってもらうため

に必要だからです。自己紹介や会社説明を通じ

て、なぜ登壇者がそのテーマについて話をする
のか、そのような登壇者についての背景を聴衆
に説明するためです。
　具体的に筆者が「プレゼン勉強会」のプレゼン
で利用している自己紹介の資料を紹介します（図
2）。ここでの自己紹介の資料は、筆者が会社
の「エバンジェリスト」であることと「年に50回
ほどプレゼンをしている」という2点に絞って
紹介しています（図3）。
　これは「プレゼンの勉強会」というプレゼン
テーションの勉強会で話をするのですから、そ
れなりにプレゼンをよくやっている「エバンジェ
リスト」であることや、この記事でも書いてあ
るとおり「プレゼンがうまくなるのは場数をこ
なす」ということを訴えるために「年に50回」と
いう数を出しています。
　ただ「年に50回」というのは、講演の回数と
して多いのか少ないのか、よくわからないと思
いますので、補足として2枚目に「年に50回な

 ▼図2　自己紹介で所属を説明

 ▼図3　さらに年間プレゼン回数を紹介
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ので1週間に1回はプレゼンをしています。」と
説明しています。正直なところ講演が多いエバ
ンジェリストであれば年に50回というのは、
それほど多くの数ではありませんが、普通の人
よりは多い数だと思います。
　この自己紹介の例は「プレゼン」をテーマにし
たスライドの例でしたが、会社の製品紹介の場
合は、会社のエバンジェリストであることや現
在でも開発チームにいることを説明するスライ
ドにしたり、WordPressがテーマの場合であれ
ば自分のWordPressの使用歴や過去にWord 

Pressの本を出したことを紹介しています。
　このようにみなさんも、たとえば、プレゼン
のテーマがあるプログラミング言語に関するも
のであれば、そのプログラミング言語との関係
性を自己紹介に入れたり、所属している組織と、
そのプログラミング言語についてのかかわりを
説明したりするでしょう。こうした説明をする
ことで、

「なぜ登壇者である自分がこの場にいて、
そのテーマについて話すのか」

といった背景を説明できます。テーマと登壇者
の背景が説明されれば、

プレゼンに対しての納得感が増します。

　反対に自己紹介や会社説明のときに、これか
ら話をするテーマとの関係性がない場合、聴衆
に納得感を与えられないでしょう。たとえば、
登壇者のプロフィールが、まったくプログラミ
ング言語と接点がなければ、登壇者がなぜその
テーマで話すのか納得感が薄れます。そうなれ
ば当然、その登壇者のプレゼンに対して関心が
なくなっていくでしょう。
　自己紹介で今回のテーマと自分の関係性を最
初に説明しつつ、「自分がどうして、この場所
にいるのか？」「なぜ聴衆のみなさんはそれを
聞く必要があるのか？」ということを説明して
おけば、聴衆に関心を持ってもらえるでしょう。
　自分のプレゼンが聴衆のみなさんにとって、

どんな意味があるのかを説明し「これから行わ
れるプレゼンが、自分にとって意味のある話」
という認識を持ってもらうと、関心を持って聞
いてくれる人が増えていきます。

	 �自己紹介で自分が何者でど
んな問題意識があるのかを
説明できる

	 �納得感のないプロフィール
で部外者と誤解される

5th Stage  「会社説明だけのプレゼン」で
は聴衆に響きません！
　ここまでは、自分の意思で勉強会やセミナー
で登壇することを前提に説明をしてきましたが、
自分の意思ではなく、会社の仕事でプレゼンを
する場合もあると思います。こんなときは自分
の会社の紹介や製品紹介を行うプレゼンをしが
ちです。ただ、残念ながら、会社の命令でイヤ
イヤやっているプレゼンの場合、プレゼンを聞
いている聴衆も関心がないでしょうし、

プレゼンしている自分自身もつまらない

と思います。
　もし、会社説明や商品説明を中心にプレゼン
を行わなければならない場合は、できるだけそ
の勉強会やセミナーのテーマにあった物を選び、
聴衆に関心があるような物をテーマにしてプレ
ゼンをしましょう。
　言うまでもなく、会社紹介も最初の冒頭で軽
く紹介するのであれば、それほど不自然ではあ
りません。たとえば、筆者が会社紹介に利用し
ているのは図4のスライドです。
　ただ、この会社紹介をダラダラと続けても、
聴衆は退屈してしまうでしょう。残念ながら聴
衆はあなたの会社の資本金やどのような名前の
役員がいるかについては、まったく興味があり
ません。会社紹介のスライドを入れるとしても、
どのような会社なのかを説明する程度で良いで
しょう。
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	 �会社の立ち位置を含
めて、公正な立場を
アピール

	 �つい営業してしまっ
てひんしゅくをあび
る

6th Stage  いきなりスライドを
作りはじめていませんか？
　LTやセミナーでの発表が決まり、発
表テーマも決まりました。これから発表
まではスライドを作る必要があります。
さっそく、PowerPointや keynoteを開
いて発表スライドを作ろうとしますが、

いきなりスライドを作り始めるのは
止めておく

ほうが良いです。
　なぜならPowerPointやkeynoteは確かに「ス
ライドを作る」のには向いているかもしれませ
んが、

「スライドの中身を考える」には
向いていない

からです。これらのプレゼンテーション用のソ
フトは、プレゼンの全体構成を作ることには向
いていません。
　まだ発表のテーマしか決まっておらず、スラ
イドにどのような物を入れ込むのか決まってい
ない段階でPowerPointなどのスライド作成ツー
ルを開いたとしても「どのようなスライド」を作
るか、ということが決まっていないため、スラ
イド作りがうまくいかないと思います。プレゼ
ン資料を作るときは、PowerPointを立ち上げ
るのではなく、まずは、

プレゼンの全体構成を
作成するのが良い

です。スライドのシナリオなどの全体構成を書
き出し、それをもとにスライドを作り始めれば
スムーズに進められます。

　このような全体構成をまとめる場合のツール
としては、WorkFlowyのようなアウトライン
プロセッサや、EvernoteやOneNoteのような
メモアプリケーションなどを使っている方もい
らっしゃると思います。筆者は、これらのツー
ルを使わずに、

テキストエディタで、どのような
内容のスライドを書くか全体構成を書き、

それに合わせてスライドを作ります。いきなり
スライドを作り出すのではなく、まずはこれか
ら作るスライドの全体構成を作成してからのほ
うがスライドを作りやすいでしょう。

	 �まずテキストファイルで概略
を作る

	 �スライドを最初から作って
しまう

7th Stage  最初に全体構成をまとめていま
すか？　スライド作りのコツ
　スライドを作る時間も惜しいのに、

「スライドの前に全体構成を作る」

と言われても、時間のムダのように思えてしま
うかもしれません。しかし、スライドを作り始
める前にどのような内容を書くか、分量はどの
ぐらいなのか、プレゼンのシナリオをどのよう
にするかといった全体構成を作るべきです。

 ▼図4　定番で使用している会社紹介
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　もし、何も考えずにスライドを作り始めた場
合、考えながらスライドを作らなければなりま
せんし、どのぐらいの分量のスライドを作れば
良いのかもわからなくなります。何より、スラ
イドのシナリオが事前にできておらず、スライ
ドを作り始めると、自分が思いついた順番でス
ライドを作成する形となり、プレゼンのスライ
ドの順番がバラバラとなってしまいます。プレ
ゼンのスライドは、

言うなれば自分のプレゼンのときの進行表

です。スライドの中身や順番がバラバラではプ
レゼンで主張したいことが伝わりにくくなりま
す。プレゼンを行う人が、どんなに発表するテー
マに詳しかったとしてもスライドの順番がバラ
バラでは、聴衆に伝わるプレゼンはできないで
しょう。
　最初に全体構成を書いておけば、スライドを
作成する分量もわかりますし、全体構成が目次
代わりになりますので、どこまでスライドを書
いたのかがわかります。これらのことを事前に
まとめておけば、スライドを作るときに、どの
ようなスライドを作るかがわかります。スライ
ドを作り始める前に、ぜひ全体構成を書き出し
ておきましょう。

	 �全体構成をしっかり作ってか
らスライドを作る

	 �最初からスライドを流れで
作ってしまう

◆　◆　◆

　以前、筆者は学生向けに「コンピュータウイ
ルス」についてのプレゼンを行ったことがあり
ます。そのときのスライドを作る際に書き出し
た全体構成の一部をここで紹介します。次のよ
うに目次のような物を作成し、そこからスライ
ドに盛り込む内容を入れてスライドを作ってい
きます。

タイトル「学生が知っておくべき昔と最新のセキュリ
ティ」
- スマホを利用する時に知っておきたいセキュリティ
事情　-

* はじめに
- コンピューターウィルスとは？
-- ウィルス、トロイの木馬、マルウェア、ワームの違
い

→　まずは一般的な定義の紹介

* 実験室でのコンピュータウイルス
-- 1971年、最初期の自己複製型プログラムの一つ
『クリーパー』
-- 1974年、ラピッド
-- 1981年、「コンピュータウィルス」という言葉が
登場
「コンピュータウイルス」という言葉が、レオナル
ド・M・アドルマン（Leonard M.Adleman）教授に
よって、フレッド・コーヘン（Fred Cohen） との議
論で使用された。

色々と「コンピュータウィルス」のような物は出てき
たが、コンピュータ自体がそれほど普及していなかっ
たので、実験室で止まっていた。

* 野生のコンピューターウィルスの登場
→　コンピュータウィルスの定義によって、どれが最
初のコンピュータウイルスなのか意見がわかれる。た
いていの文献では以下の二つが有力。

- 1982年、Elk Cloner（エルク・クローナ）
Richard Skrenta（当時は高校生）が開発。Apple 
II（アップルのMacintoshの先代に当たるパソコン）
で発症。
　→　単にメッセージが表示されるだけ。
　→　元々は友人向けのいたずら目的

- 1986年、Brain
パキスタン人のアルビ兄弟が開発。IBM-PC（現在の
Windowsパソコンの先代）で発症。
→　起動時にメッセージが出るものの、特にデータ破
壊などは行わない。
→　開発の目的は、自分達の販売したソフトウェアが
不正コピーされていたので、不正コピーされたソフト
に
Beware of this VIRUS. Contact us for 
vaccination.（このウイルスに注意。ワクチンにつ
いては我々にお問い合わせを）」といったようなメッ
セージを出した

（以下続く）

8th Stage  スライドの文字は大きくしてい
ますか？　文字を少なくしていますか？
　スライドを作っていると、

「あれも伝えたい、これも伝えたい」

と思ってしまい、
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1枚のスライドの情報量を
多くしてしまいがち

です。実際にプレゼンに慣れていない方ですと、

1枚のスライドを小さい文字で
びっしりと埋めている方

がいらっしゃいます。ただ、残念ながら、あな
たが1枚のスライドに文字をたくさん入れれば
入れるほど、あなたの伝えたいことは、

聴衆には届かなくなります。

　なぜ、スライドの文字が増えると、プレゼン
が聴衆に届かなくなるのでしょうか？
　まず、単純にスライドに文字が多くなれば、

当然1文字あたりの大きさは
小さくなり読みにくくなる

ということがあります。1枚のスライドにどん
なにすばらしいことが書いてあっても、プレゼ
ンを聞いている人たちが読めないのでは意味が
ありません。これはスライドを作る人の好みで
もあるのですが、個人的にはスライドの文字は、

どんなに小さくとも20ポイント以上に
したほうが良いでしょう。

たとえば、悪い例として図5を、良い例として
図6を挙げておきます。

	 �大きな文字でメッセージを伝
える

	 �小さな文字でめいっぱい書
き込む

9th Stage  読み上げるだけのスライドに
意味はありません！
　もう1つスライドの文字数を少なくしたほう
が良い理由として「文字だけの資料」はプレゼン
を聞いている人に伝わりにくいというものがあ
ります。なぜなら、

スライドに文章が書いてあると、
それを読み上げてしまう

からです。
　確かに、スライドにこれから説明する内容が
書いてあれば、発表者はそれを読み上げるだけ
ですので、プレゼンの最中は非常に楽だと思い
ます。ただ、これから発表する内容がすべてス
ライドに書いているのであれば、プレゼンをす
る意味はありません。
　単にスライドの内容を読み上げるだけであれ
ば、プレゼンをするのではなく、スライドの内
容を印刷して各自で読んでもらったほうがはる
かに理解してもらえると思います。わざわざプ
レゼンをするということは、スライド資料を読
み上げる以上の説明をする必要があります。よ
り相手に自分の訴えたいことをわかってもらう
には、

図表やイラストを多用すると良い

 ▼図5　悪い例

 ▼図6　良い例
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のです（図7）。スライドや講演資料を作る際、と
くに時間がないと、どうしても文字だけになり
がちです。ただ、文字だけのスライドを作る場
合でも「長い文章」ではなく、要点だけを大きな
文字で書き（図8）、それを説明できるようにして
おきましょう。

	 �視覚的な素材を多用する

	 �スライドを読み上げてしま
う

10th Stage  
表紙にこだわっていますか？
　プレゼンの資料で一番見られるのは、どこだ
と思いますか？

一番見られるのはプレゼンで利用する
スライドの「表紙」

です。自分のプレゼンが開始される前には、自
分のプレゼンの表示が投影されるケースが多い

でしょうし、プレゼンを行ったあとで資料を公
開する場合プレゼンの「表紙」が一番見られます。

スライドの「表紙」が
一番長く見られる可能性

があるのですからスライド資料の中でも、

「表紙」は、
こだわって作成しましょう。

とは言え、具体的にはどのようにスライドの「表
紙」を作ったら良いでしょうか？　いろいろな
方法がありますが、高画質の写真素材などを利
用して表紙を作るのがお勧めです。何しろ、一
番長く見られるスライドですので、

文字だけの殺風景な表紙よりも
きれいな写真やインパクトがある画像

を使用したほうが、聴衆の目にとまりやすいで
しょう。たとえば筆者の場合を図9に示しました。
　スライドの表紙に利用する写真やイラストの
探し方ですが、表紙に利用するものは、できれ

ば有料の写真素材配布サイトから探すの
が良いでしょう。最近では、フリーの写
真素材やイラスト配布サイトも増えてき
ましたが、無料のサイトでは目的の画像
が探しにくいということもありますし、
人気のある無料の写真・イラスト配布サ
イトの物は多くの人達が利用しているの
で、どうしても「ありきたり」なスライド
になってしまいます。
　一方、有料の写真素材は、有料だけあっ
て品質は高いですし、そこまで多くの人
達が見ているわけではありません。さす
がにすべてのスライドで有料の写真素材
を利用することは金額的に難しいですが、

スライドの表紙で利用する素材は
有料素材を選択

したほうが良いでしょう。

 ▼図7　図表やイラストが多いスライド

 ▼図8　長い文章ではなく、要点を絞る
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	 �スライドの表紙の
美しさにこだわる、
素材も有料のもの
を使う

	 �スライドの表紙
で手を抜く

11th Stage  その「ネタ画像」は
本当に必要ですか？
　技術系の勉強会では、さまざまな人
達が発表します。中には、

アニメやマンガの一場面を
切り出した画像や受け狙いの「ネタ画像」

を入れる方もいるでしょう。自分のプレゼンに
関心を持ってもらうという点では、これらの画
像を利用することは悪くはありません。
　とくに自分のプレゼンを聞いている人達がア
ニメやマンガに興味がある場合や、勉強会の雰
囲気がそれほど「お堅い雰囲気」ではない場合は、
いろいろとネタ画像を仕込んで、自分のプレゼ
ンに関心を持ってもらうことは良いことです。

しかし「ネタ画像」を多用して、
プレゼンで笑いを取ることに

注力してしまう

と、肝心のスライドの中身を作り込めなくなっ
てしまいますし、集めたネタ画像をどうしても
使いたくなり、

そもそも何のためにプレゼンを
しているのかが、わからなくなって

しまいます。
　また、自分がおもしろいと思ったことでも、
あなたのプレゼンを聞いている人達が、それを
おもしろいと思うかどうかはわかりませんし、
プレゼンをするあなたはユーモアのつもりでも
逆に怒り出す人もいるかもしれません。
　プレゼンで、自分のプレゼンに関心を持って
もらうために適度なユーモアは効果的かもしれ
ませんが、

別にプレゼンをする人は
お笑い芸人ではありません。

　ネタ画像を入れることや聴衆を笑わせること
は目的ではなくあくまで手段です。これらは使
いどころを考えながらプレゼンを行うと良いで
しょう。

	 �受け狙いは最小にとどめる

	 �ネタ画像を多用する

 ▼図9　筆者のスライド表紙例（石狩データセンターとクラウド）

　たとえば、プレゼンの当日、Twitterなど
で面白い画像を見つけました。なんとなく
受けそうなので、使いたくなってしまいます。
しかし、プレゼン資料を見直すと、その画
像を入れる場所がありません。その場合、
無理に利用することはないでしょう。
　また、ネタ画像を自分で作るのであれば
ともかく「ネット上から拾ってきた画像」の
場合、著作権的にグレーな場合があります。
終了したプレゼンを slideshareなどで公開す
ることもあると思いますので、そもそもそ
ういう画像は入れないほうが良いと思います。
　なお、どうしても「インフラ系エンジニア
の勉強会でよく見るネタ画像」を探したいと
いう方は「汎用性の高い画像」あたりで画像
検索するといろいろと出てくると思います。

ネタ画像の弊害コ ラ ム
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1st Stage  会場には早めに着いて
プロジェクターの確認をする
　プレゼン資料ができて発表の練習をしていた
ら、とうとうプレゼンの当日になりました。あ
とは自分の発表をするだけです。ここでは、発
表当日にどのようなことを意識してプレゼンを
すれば良いのか説明をしていきたいと思います。
　まず、プレゼンの会場では、

できるだけ早めに着いて
準備をすること

をお勧めします。これは「遅刻しない」といった
基本的なこともありますが、プレゼン当日に、
発生する可能性があるさまざまなトラブルに対
処するためです。会場に早めに着けば、これら
のトラブルに対処できます。プレゼン時のトラ
ブルで、とくに多いのが、

会場のプロジェクターと自分の持ってきた
パソコンとがうまく接続できないトラブル

です。早めに会場に着いて、自分のパソコンと
プロジェクターの確認をすることをお勧めしま
す。もし、うまく接続できなければ、主催者の
人からパソコンを借りて、そのパソコンでプレ
ゼンをするように調整をする必要があります。
そのために、自分が作成したプレゼン資料は自
分のパソコン以外にも、

USBメモリやDropboxなどの
オンラインストレージに保存

しておきましょう。プロジェクターとの接続が
うまくいっても、念のためにスライドを、

全画面モードにして、
正常に投影されるか確認

しておいたほうが良いです。とくにPowerPoint

の発表者ツールなど発表者用の画面とプレゼン

テーション画面を別々に設定している人の場合は、
発表時になぜか、

スクリーンには発表者用の画面、
パソコンにはスライドの全画面と

本来とは逆のスライドが表示

される場合もあります。そうならないように確
認をしておきましょう。
　このほかにも会場に早く着いたら、

プレゼンを行う会場の広さやマイクの
有無、ネット環境などを確認

しておきましょう。もし、会場が広くマイクが
ないのであれば、プレゼン中大きな声でしゃべ
らなければなりませんし、デモをしようと思っ
ていたのにネット環境がなければ、スマートフォ
ンでテザリング接続する必要が出てくるかもし
れません。
　これらは、細かいことではありますが、この
ようなトラブルが起こると、あわててしまいト
ラブル解消に時間がかかってしまいます。あわ
てないためにも事前に確認をしておきましょう。

	 �会場に早めに着いて準備す
る

	 ��いきなり始めてネットワー
クやディスプレイ設定で失
敗する

Lesson 4 成功ノウハウ 編  ―― より良い発表の仕方
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2nd Stage  会場にいる参加者を確認する

　会場に早めに着いてすることはプロジェクター
の確認だけではありません。自分のプレゼンを
聞くであろう、

参加している人の様子も確認

しておきましょう。どのような人が自分のプレゼ
ンを聞きに来ているのかがわかれば、プレゼンで
どのように話せば良いのか考えることができます。
　また、プレゼンのメイン登壇者が自分自身で
あれば、

会場で目に付いた人と話してみるのも
良いかもしれません。

　実際に話すことにより、今回のプレゼンで、
どのようなことを期待しているかがわかるので、

その要望にあった話し方をすれば良いでしょう。
そのほかにも、今回のプレゼンの主催者の方に
挨拶をして、本日はどのような人が参加してい
るのか確認をするのも良いでしょう。もし、自
分が作っていたスライド資料が会場にいる聴衆
の期待と違っていたとしても、スライドを全面
的に直すことはできないでしょうが、プレゼン
での話し方は変えられるはずです。

	 �聴衆と談話して手応えを持
つ

	 �自分勝手に進めてしまう

3rd Stage  スライドを見て話すな、
聴衆を見て話せ
　プレゼンをしているときに、あなたが最も見
なければいけないものは何でしょうか？　プレ

　会社のセミナールームをコミュニティなどにお
貸しすると「宣伝枠」としてLTや講演ができる場合
があります。せっかくの好意なので普通に会社紹
介や商品紹介をしても良いのですが、できれば聴
衆が聞きたいテーマを話したいものです。
　でも、どうすれば聴衆に関心があるテーマを出
せるのでしょう？　その場で、みなさんの声を聞
いて、その場で資料を作って発表をすれば良いの
でしょうが、さすがにその場で資料を作って発表
というのは難しいです。
　そこで、筆者は3～4つぐらいプレゼンのテー
マを出して、会場にいる聴衆に選んでもらいまし
た。たとえば、ある勉強会では「①今年の IT業界
ニュースベスト5、② IPv6、③会社紹介」の3つを
出して、聞きたいテーマのアンケートをとったこ
ともあります（このときは「今年の IT業界ニュース
ベスト5」の人気が1番でした）。
　このように会場で実際に聞きたいテーマをいく
つか用意して、聴衆に選んでいただくと、自分の
中で「これが選ばれるだろう」と思っていたテーマ
を聴衆が選ばないときもあります。たとえば分散
SNSである「マストドン」が流行し始めたときに、

インフラエンジニア向けにプレゼンをする機会が
ありました。そのときに筆者は「①マストドンの話、
② IPv6の話、③プレゼンのやり方」といったテー
マの中から選んでもらうような形にしました。
　ちょうどマストドンが流行り始めたことや、前
日にマストドンのプレゼンをしたときにも、それ
なりに人が集まっていたので、てっきりマストド
ン関連のプレゼンが選ばれると思っていたのです
が、この中で選ばれたのは、なんと「IPv6」でした。
　昨日のエンジニア向けのイベントではマストド
ン関連のプレゼンがうけたのに、なぜマストドン
ではないのか気になりましたが、プレゼンが終わっ
たあとにいろいろと聞いてみると「IPv6の話は最
近聞かないので気になった」「仕事でいろいろとソ
フトウェアを触っているので、プライベートの勉
強会に来てまでマストドンのような話を聞きたく
ない」といったご意見をもらいました。
　このように、もし、プレゼンのテーマが自由に
なっているのであれば、聞きたいプレゼンを聴衆
に選んでもらうことも有効です。

聴衆が聞きたいテーマがわからないのであれば、その場で聞いてみるコ ラ ム
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ゼンに慣れていない人の場合、投影されている
自分のスライドや自分のパソコンを見てしまい
がちです。しかし、

あなたが本当に見なければ
いけないのは聴衆

です。あなたのプレゼンを聞いているのは自分
が作ってきたスライドではなく聴衆です。せっ
かく自分の話を聞いてもらえるのですから、聴
衆を見て話をしましょう。聴衆を見ながら話を
すると、前に座っている人の様子はもちろんの
こと、後ろに座っている人達の様子も、はっき
りと見えるでしょう。会場の全体に目を配りな
がら、まずは自分のプレゼンに、

「興味を持って聞いている人」を探しましょう。

　もし、そのような人がいればしめたものです。
その人を中心に会場のほうを見てプレゼンをし
ましょう。
　反対に、プレゼンを聞いている人の中には、
あなたのプレゼンに関心がなくあくびをしてい
る人、もしかしたら寝ている人達もいるかもし
れません。こういう人達を見てしまうと、プレ
ゼン中でもくじけてしまうかもしれません。し
かし、会場の中にはあなたのプレゼンを聞いて
いる人は必ずいます。プレセン中にくじけそう
になった場合は、自分のプレゼンに関心を持っ
てくれそうな人を探し、

その人を中心に話してみましょう。

	 �スライドを見ないで聴衆を見
る

	 ��スライドばかりを見てしま
う

4th Stage  
大きな声で発表する
　プレゼンをするすべての会場にマイクがあれ
ば良いのですが、50人程度の収容力がある会
場でもマイクがない場合があります。こうした

マイクがない会場の場合、発表者の声が小さく
聞き取りにくいプレゼンがあります。どんなに
良いプレゼンであっても、

発表者の声が聞こえにくければ、
集中してプレゼンを聞いてもらえません。

　難しいかもしれませんが、マイクがなくても
50名程度入る会場では、

後ろのほうまで聞こえるようにプレゼン

をしましょう。もし、自分の声が届いているか
心配ならば、発表の前に後ろの人達に自分の声
が届いているかを確認してみましょう。もし自
分の声が届いていないようでしたら、自分の声
をもう少し大きくして発表しましょう。

	 �マイクがなくても大丈夫

	 ��ぼそぼそしゃべってしまう

5th Stage  時間を過ぎてプレゼンをしても
誰も聞いてくれない
　勉強会やセミナーでプレゼンを見ていると、
自分の持ち時間をオーバーしてプレゼンを続け
られる方がいらっしゃいます。プレゼンの発表
者にとっては、時間内に伝えきれなかったので、
もう少しプレゼンを続けたいという気持ちはわ
かりますが、

プレゼンは時間内に終わらせたほうが良い

でしょう。
　これは、セミナーや勉強会のタイムスケジュー
ルを守るということもありますが、時間を過ぎ
たプレゼンは誰も関心を持たず、そのプレゼン
は誰も聞いていないということがあります。も
ちろん、プレゼンの内容がとてもおもしろく聴
衆からももっと聞きたいと思うようなプレゼン
であれば時間を過ぎても良いと思いますが、大
半のプレゼンではそうではなく、
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聴衆の関心は
「このプレゼンがいつ終わるのか？」

ということしかないでしょう。もし、自分のプ
レゼンが時間どおりに終わらなさそうになったら、
後半のプレゼン資料で飛ばせるものは飛ばして
しまいましょう。別に用意したスライド資料の
すべてを詳細に説明することはありません。そ
れよりも時間内にプレゼンを終わらせるように
したほうが良いです。逆に自分のプレゼンが早
く終わってしまった場合は、質問の時間を多め
にとったり、説明が足りなかった部分の補足を
すれば良いでしょう。

	 �時間がかかったら切り上げる

	 �ダラダラ言いたいことを続
けてしまう

6th Stage  
プレゼンにデモを加えていますか？
　スライドで発表するだけがプレゼンではあり
ません。自分が紹介したいものについて、プレ
ゼン中にデモができるのであれば、

実際にデモをしてみましょう。

　デモをすれば、実際に動いているところが見
えるので、単にスライドで紹介する以上の印象
を与えられ、説得力が増します。ただ、プレゼ
ンの最中にデモを行う場合、

失敗するというリスクもあり

ます。プレゼンの3分前までは正常に動いてい
たのに、いざ本番で動かすときはなぜか正常に
動かなかったり、紹介するサービスに障害が発
生したりといったことはざらにあります。
　デモをする場合、失敗することを想定して、
事前に準備をすることをお勧めします。たとえ
ば、プレゼンの中で、あるソフトウェアをイン
ストールするデモを実施するのであれば、事前
に完成したものを用意しておき、デモに時間が

かかったり失敗したときは、そちらを紹介する
など、失敗に備えて準備をしておきましょう。
　もし、可能であれば事前にデモの手順を録画
しておき、プレゼンでデモを紹介するときは、
それを流すのも1つの方法です。ただし、プレ
ゼンをする会場で、動画の音声が正常に再生さ
れるか確認が必要です。
　また、デモを行うときは、単に画面を操作す
るのではなく、聴衆に解説をしながらデモを行
うことも重要です。自分では普段、操作してい
る画面なので気にしないと思いますが、あなた
のプレゼンを見る人にとっては、初めて見る画
面で、何の画面かわからないかもしれません。

デモをするときは画面の
解説をしながら実施しましょう。

　とくにライブコーディングをする人の場合、
コーディングに集中するあまり、画面の解説が
手薄になる方も多いように思えます。デモの実
施中でもスライドを利用して話しているように、
解説をしながら操作をしましょう。

	 �事前準備をしっかりやって成
功する

	 �うっかりデモだけに熱中し
てしまう

Last Stage  終わりに

　ここまで、プレゼンについてのテーマ決めや、
スライドの作成方法、実際の発表時の注意点な
どを説明してきました。もしかしたら、どれも
基本的なことですので、

「そんなこと言われなくともわかっている」

というところもあったかもしれません。しかし、
実際にプレゼンを実施するときに、ここまで書
かれていたことをいきなり実践するのは、なか
なか難しいでしょう。

「プレゼン中に聴衆を見る」
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と言われても、プレゼンに慣れていない人にとっ
ては、頭の中ではわかっていても、どうしても
スライドばかり見てしまうと思いますし、

「練習が大事」

と言われても、スライドを作るだけで精一杯で
なかなか練習ができないこともあると思います。
このようなことができるようになるには、

何度か人前でプレゼンをして
「場慣れ」をする必要

があるでしょう。まだ、それほどプレゼンに慣
れていない人ならば、何度かプレゼンで失敗し
てしまうかもしれません。ただ、

そのような失敗も「場慣れ」を
するためには必要

です。勉強会のLTぐらいであれば、何度か失
敗しても、ただ恥をかくだけです。これらを経
験しておけば「次のプレゼン」をするときは確実
にうまくなっています。失敗することで向上し
たプレゼン力は、仕事や自分の人生の中で「絶

対に失敗できない」プレゼンをするときに必ず
役に立つと思います。
　まずは、実際に人前でプレゼンをしてみて「場
慣れ」をして、自分のプレゼン力を鍛えてみま
しょう。ﾟ

　ただ、どんなに準備してもデモで失敗すること
はあります。偉そうに「デモをするときは準備し
よう」と書いている筆者もよく失敗していました。
　とくにデモをするときにコマンドの打ち間違い
をすることはよくあります。通常であれば、すぐ
にわかることでもプレゼン中には、なかなか気が
つかないものです。デモに失敗したあとに失敗し
た個所がわかったり、場合によっては聴衆に「そ
この文字が間違っている」と教えてもらうときも
ありました。
　最近では、このようなミスを減らすため、自分
がデモをするときにはあらかじめコマンドを書い
ておいて、それをコピー＆ペーストするようにし
ています。ただ、この方法でもデモ中にコピーす
るところを間違えたりする可能性もあるので注意
が必要です。
　また、デモ中の機材関連のトラブルなど、事前

準備では防ぎきれないものもあります。昔はパソ
コンが不調になってブルースクリーンで落ちたり
するケースもあったと思いますが、最近でもプレ
ゼン中にパソコンが固まってしまったり、突然、
無線LANが切れるといったこともあると思います。
　もしトラブルがあった場合でも、デモのときと
同じくトラブル解消に集中してしまうことで発表
者が黙ってしまうケースもあると思いますが、こ
のときもできるだけ話をしながらトラブル解消を
しましょう。「あれ無線がつながりませんね……
ちょっと無線の設定を見てみましょうか、このア
イコンをクリックすると無線が接続できますよ
ね？」といったように現在の状態を実況中継する
だけでも良いです。トラブル時にこそ、話を続け
て、できるだけ自分のプレゼンに聴衆の意識を向
けるようにしたほうが良いでしょう。

デモ失敗時のリカバリー方法コ ラ ム

❶ 聴衆を見る
❷ 練習を積む
❸  いろいろなシチュエーションで場慣れする
❹  失敗は成功の糧
❺  プレゼンは自分の成長の バロメータ
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①

③

②

④

⑦⑧

⑤⑥

そろそろ研修上がりの若者が、皆さんの部署に配属された頃でしょうか。初々しいことでしょう。若々しくて勢いがあるでしょう。勢
いよすぎてコマンドを確認せずにgしちゃってトラブルとか起こしちゃうでしょう。ちょっと前まではみんなあんな感じだったのに、
今はスレちゃって……ねぇ。若者にとって、失敗は成長の糧です。ちょっとぐらいの失敗は笑って対応、チョチョイのチョイで直して
あげれば「頼れる先輩」アピールできますし、新人も育ちます。デキる・バイブスアゲアゲな先輩になりたいですね。新人だけじゃなく、
老害にならないように自分も成長しないとね。初々しい季節、あなたも使わず嫌いせずに新しいツールも積極的に試すのはどうでしょ
う。え、私ですか？　先月号の特集を読んで、今頃Atomを使い始めました。えへっ。
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新人配属キタコレ第42回
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Mastodonとは何か？

　Mastodonは、Twitterに代表されるミニブロ
グ型（microblogging）の FLOSS（Free/Libre 

and Open Source Software）です。特長的なの
は、ミニブログ型SNSを特定の人や企業に独占
させるのではなく、さまざまな人々によって運
用することを許容していく「連合ソーシャルネッ
トワーク（federated social network）」というア
イデアに基づいている点です。Mastodonのソー
スコードはGitHub上に公開されており、誰でも

サーバ上にインストールして運用できます。
　Mastodonは、

・短文の投稿（Mastodonでは「トゥート」とい 
う）ができる

・フロー型のタイムラインを持つ
・Twitter用クライアント「TweetDeck」に外観

が似ている（図1、2）

など、さまざまな点でTwitterの影響を感じら
れます。実際に日本のメディアではTwitterと
比較されることが多く、ピクシブ㈱が2017年4

月にリリースし、運用を始めた世界最大級の
Mastodon「Pawoo」（図3）でも、多くのユーザが
Twitterではできないことを実現する手段とし
て注目しています。

 ▼図1　TweetDeckの画面

 ▼図2　Mastodonの画面

 Author  川田 寛（かわだ ひろし）
	 道井 俊介（みちい しゅんすけ）
	 ピクシブ㈱

2017年春、あるSNSが突如、注目を浴びました。その名は「Mastodon（マストドン）」。分権型SNSと呼
ばれ、個人や企業が運用する複数のMastodonサーバがつながりあって、1つの大きなSNSを形成してい
るのが特徴です。Twitterの代替として人気を集めていますが、このMastodon旋風が意味するものはそれ
だけにとどまりません。Mastodonで使われている技術は、じつは今後のSNSの行く末を占うものなのです。

pixivが「Pawoo」を
爆速リリースした理由

構築・運用のノウハ
ウから

将来像まで

「Mastodon」
SNSの未来

旋風からわかる
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めのホームのように活用されています。
ホームとして眺めるタイムラインが異
なる、それがTwitterとは体験が異な
る理由だったりします。
　Mastodonのインスタンスは、それぞ
れが完全に独立しているのではなく、
世界中のほかのインスタンスと疎結合
でつながり連動しています。別のイン
スタンスにいるユーザをリモートフォ
ローすれば、そのインスタンスに参加
することなくトゥートを眺めることが

できます。「連合タイムライン」を使えば、イン
スタンス上のすべてのユーザが、インスタンス
を超えてリモートフォローしているすべてのユー
ザのトゥートを眺めることができます。
　つまり、インスタンスのうちどれかに参加す
れば、Mastodonという巨大なSNSに参加して
いるような体験が得られるのです。
　それぞれのインスタンスが強烈なコンテキス
トを持ち独自進化しつつ、お互いがゆるくつな
がることでMastodonという巨大なSNSを形成
していく。それこそが、Mastodonが提唱する「分
権型（＝脱中央集権型）」という設計思想であり、
それを支えているのが、「連合ソーシャルネット
ワーク（federated social network）」の技術です。
そして、そのインスタンス同士の連携を支えて
いるのは、あのHTML5のムーブメントを起こ
したW3C（World Wide Web Consortium）発の
標準技術だったりします。

Mastodonの歴史
――「OStatus」という標準技術

　2008年、さまざまなブログシステムが出現す
る中で、複数の対等なインスタンス間で仕様が
オープンなAPIを使って連携する、分権型の
SNSが生まれました。それが「Identi.ca」という
Twitterクローンです。「OpenMicroBlogging」と
いう仕様を公開し、それに準拠したSNS同士で
連携できるようにしました。
　2010年頃、OpenMicroBloggingは「OStatus」
へと引き継がれます。HTML5が注目を集め始

　ただ実態として、Mastodonで得られる体験
は、Twitterのそれとは大きく異なっています。

Mastodonの設計思想
――「脱中央集権型」という考え方

　Twitterは、例えるなら無色です。いろんな
国・趣味を持った人たちが、Twitter社だけで
運営するTwitterという1つのシステムの中に押
し込められている「中央集権型」という設計で運
用されています。フォローやキーワード検索、
タグを駆使して、自分にとって関心が高いツイー
トが集まっているタイムラインを眺めるという
楽しみ方をします。
　一方でMastodonは、インストールされたサー
バ（以下、インスタンス）が、2017年6月現在、
2,500以上運用されています。運営元には、ピ
クシブ㈱のような企業もいれば個人もいます。
そして、お絵かき好きが集まる「Pawoo」、音楽
ファンが集まる「Pawoo Music」、エンジニアが
集まる「Qiitadon」など、それぞれのインスタン
スが強いカラーを放っています。ユーザは、そ
の中から自分の趣味嗜

しこう

好とマッチしたインスタ
ンスを選んで参加します。
　ユーザは、それぞれのインスタンスごとに醸
成された強烈なコンテキストを楽しみます。
Pawooであれば、絵を描く人の流行や、有名イ
ラストレーターの投稿に全員が一体となって熱
狂しています。インスタンスに登録しているす
べてのユーザの投稿を一覧することができる
「ローカルタイムライン」は、一体感を楽しむた

 ▼図3　Pawoo
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す。
　このOStatusを中心に広がるミニブログ型
SNS連携技術に目をつけたのが、ドイツの若き
エンジニア、オイゲン・ロッコ（Eugen Rochko）
氏です。彼は、PHP実装だったGNU Socialを
Ruby on Railsに作り変え、自分の思想に沿った
実装に落とし込みました。そして、2016年10

月に公開されたのが「Mastodon」です。
　7年の時を経て、ようやく日の目を見た連合
ソーシャルネットワークの標準技術。「Mastodon

の本質はOStatusだ！」と語られることがありま
すが、その理由はもうおわかりのはずです。
　Mastodonとは、いわばOStatusによってつな
がった巨大なネットワークのクライアントのよ
うなもの。たとえば、OStatusがSMTPだとし
たら、MastodonはSendmailやPostfix、qmail

みたいなものです。別にMastodonを使うことに
こだわる必要はありません。OStatusに準拠し
たエンドポイントを持つSNSを公開すれば、あ
なたも簡単にMastodonという巨大なSNSの一
部になれます！

Mastodonのコミュニティ
――「AGPL」というライセンス

　「OStatus準拠のSNS実装があればいい」とは
言いましたが、残念なことにOStatusだけでは
機能が不足しており、Mastodonでは独自に機能
を足しているという実態があります。そのため、
生きた実装であるMastodonを使ってインスタン
スを立ち上げるのが最速です。
　それに人々は、自前のSNSにOStatusのAPI

を実装することよりも、Mastodonのソースコー
ドを編集して、デザインを変えたり、独自機能
を追加したりなど、インスタンスの特性にあっ
たカスタマイズをして運用していくことに熱狂
しています。
　そのことにいったいどれだけの自由が許され
ているのか？　2017年4月、筆者（川田）はGit 

HubのIssue 注1を通じて1つの問いを投げかけま

めた2012年にはW3CにてCommunity Group

が発足され、同仕様の検討が進められます。2014

年には、「Social Web Working Group（Social 

WG）」というSNS向けのさまざまな仕様の標準
化を進めるグループが発足されます。そして、
その枠組の1つとして、OStatusはリアルタイ
ムにSNS同士の連動を行うための標準として議
論されます。
　OStatusとは何か？　一言で言うなら、ミニ
ブログ型SNS同士で投稿やプロフィールなどの
情報をリアルタイムにやりとりするためのAPI

のルールです。次のようなプロトコルやフォー
マットなど、さまざまな仕様の集まりです。

・ユーザの投稿を別のインスタンスへ通知する
「PubSubHubbub」

・投稿に対する返信やリアクションを、インス
タンスを超えて行うための「Salmon」

・インスタンスを超えてアカウント情報のやり
とりを行う「WebFinger」

・個々のコンテンツを表現するフォーマット
「Portable Contacts（POCO）」「Atom Acti 
vity Streams」「Atom Threading」

　このように、OStatusはさまざまな仕様を組
み合わせることで、独自実装に頼らずにインス
タンス同士を連携させることができます。
　ただ、OStatusができた当初、なかなか世の
中に受け入れられませんでした。そうして議論
は進まなくなり、もはや死んだに等しい状況に
陥ります。同じ時期に、GoogleもOpenSocialと
いうほぼ同じアイデアを考えていましたが、こ
ちらもうまくいかず消滅してしまいます。
　一方で製品側では、Identi.caは「StatusNet」へ
と名を変え、インスタンス間の連携方法もOpen 

MicroBloggingからOStatusへと移り変わりま
す。同時に、StatusNetはさまざまな実装へと
フォークされました。その中で「Free social」と
呼ばれる実装も出現します。StatusNetがなか
なか世の中に認められず伸び悩む中、StatusNet

とFree socialは「GNU Social」へと統合されま
注1）  URL   https://github.com/tootsuite/mastodon/issues/ 

2007

https://github.com/tootsuite/mastodon/issues/2007
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て、何かしらの形でソースコードを公開しなく
てはいけません。すべてのインスタンスのソー
スコードに対する変更が、Mastodon全体の資産
として扱えるようになっています。
　「どうせソースコードは公開しなくちゃいけな
い。それなら！」と、各インスタンスの運営者
も、ただ自分のインスタンスのみを改善するの
ではなく、有益なものは積極的にオイゲン氏の
MastodonリポジトリへPull Requestを投げる
ような空気が生じています。また逆に、インス
タンス側に対してアップデートのPull Request

を投げるような人も現れています。
　もしあなたがMastodonのインスタンス運用を
始めたなら、そこで見つかった課題や解決案を、
どんどんオイゲン氏のMastodonリポジトリへ
フィードバックしていくといいでしょう！　運
営する楽しみのお礼に、Pull Requestで恩返し
することも、Mastodonの醍醐味の1つです！

Mastodonインスタンスの
構築

　それではMastodonインスタンスを実際に構築
する方法について見ていきましょう。図4に示

した。「Mastodonのmasterでは『トラッキング
しない』という思想が含まれているが、これは
Forkしたほかのインスタンスにおいても同様の
ことを強制しているのか？」。これに対して開発
者のオイゲン氏は、「個々のインスタンスでト
ラッキングなどを導入することは自由だ」と回答
しています。
　Mastodonのインスタンスは、それぞれが独自
の思想を持って進化することを、オイゲン氏自
身も許しています。Mastodonはインスタンスの
数だけソースコードをForkしていくことが前提
のシステムであるとも言えます。こうした点で、
1つのソースコードリポジトリをみんなで支え
ていくという一般的なFLOSS開発とは異なる
開発コミュニティが形成されています。
　Forkしたことで、Fork元の進化が止まって
は元も子もありません。この問題をうまく解決
しているのが、Mastodonのライセンスである
「Affero General Public License（AGPL）」です。
　AGPLでは、サーバ上で運用し、ユーザから
アクセスされるようなソフトウェアのソースコー
ドは、開示する義務が生じます。すべてのイン
スタンス運営者は、GitHubなどのしくみを使っ

 ▼図4　Mastodonの全体像
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く、リリースタグを指定してGitリポジトリを
チェックアウトするほうがいいでしょう。たと
えば、v1.4.3ブランチは次のようにしてチェッ
クアウトできます。

$ git clone git@github.com:tootsuite/ｭ
mastodon.git
$ cd mastodon
$ git checkout v1.4.3 -b v1_4_3

　Gitリポジトリを手元にクローンしておけば、
git fetch -tを実行することで新しいリリー
スタグを取得し、ソースコードの変更点を確認
することができます。また、自分でインスタン
スをカスタマイズする際にも役に立つでしょう。
　MastodonはAGPLでライセンスされており、
すべての変更に対して公開する義務があります
が、Gitリポジトリであれば簡単にGitHubで
Forkして公開することが可能です。AGPLで
あってもMastodonの利用が進んだ要因の1つに
は、GitHubのForkと相性が良いことがあるか
もしれません。

システム構成

　さて、ソースコードを眺めてすべて理解でき
るのであれば必要ありませんが、Mastodonを運
用するためには、最低限どのようなプロセスが、
どういった役割をもって動いているかを理解す
る必要があります。v1.4現在のMastodonは表1

のサーバプロセスから構成されています。
　Mastodonではトゥートのリアルタイム配信の
ために非同期処理を多用しています。Web画面
からトゥートされたときの動きを見てみましょ

したとおり、MastodonはRuby on Railsを中心
としたWebアプリケーションです。
　Mastodonは、Webアプリケーションとしては
それほど複雑な構造のものではありませんが、
それでも複数のサーバプロセスを管理し、デー
タベースとKVS（Key-Value Store）を運用しな
いといけないため、それなりに高度な知識が要
求されます。少なくとも一般的なHTTPサーバ
の運用経験と、Gitを使ったソースコード管理
の経験はあったほうがいいでしょう。Ruby on 

Railsで記述されたアプリケーションの運用経験
があれば、より簡単に導入できるはずです。
　本稿では、最も簡単にMastodonを運用する方
法としてDockerを用いた方法を紹介します。

ソースコード

　MastodonはGitHubリポジトリで開発、公開
されており、最新の安定版はGitHubリポジトリ
のリリースページからダウンロードすることが
できます。執筆時点（2017年6月現在）の安定版
はv1.4.3です。

・Mastodonリリースページ
　https://github.com/tootsuite/mastodon/

releases

　後述するDockerイメージは公開されています
が、現時点でパッケージによる公開は行われて
いません。また、Mastodon自体非常に速い速度
で開発が進んでいる状況です。ソースコードの
変更に追従しやすくするには、リリースページ
からZIPファイルをダウンロードするのではな

プロセス 説明
Puma Ruby on Railsアプリケーションを動作させるRack 注2サーバ
Sidekiq Ruby on Railsでよく利用される非同期ジョブキューサーバ

Node.js サーバサイドJavaScriptエンジン。MastodonではWebSocketサーバを動作させるために利用
されている

Redis ハッシュのほかにリストやソート済みセットなどさまざまなデータ型を利用できるKVS
PostgreSQL Ruby on Railsと相性が良いRDBMS

 ▼表1　Mastodonを構成するサーバプロセス

注2） Rubyで一般的なWebサーバインターフェース。Ruby on RailsもRackを利用しています。

https://github.com/tootsuite/mastodon/releases
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★docker-compose.yml
　まずは、チェックアウトしたMastodonのGit

リポジトリにあるdocker-compose.ymlを開いて
みましょう。表1で紹介した5つのサーバプロ
セスがそれぞれ別のサービスとして定義されて
いるのがわかります。
　ここで最も重要なのは各サービスのボリュー
ムの設定です。ボリュームはDockerコンテナの
外の領域をマウントするための設定で、データ
の永続化に利用されています。Mastodonでは標
準で、dbサービスとredisサービスのボリュー
ムがコメントアウトされ無効化されていますが、
これを有効にしないとDockerコンテナを再起動
した際にすべてのDBの内容が失われてしまう
ことになります。必ずこの設定を確認するよう
にしましょう。
　また、Dockerのボリュームはコンテナ外部の
領域をマウントするため、あまりパフォーマン
スが良い方法ではありません。DBやRedisはと
くにI/Oのパフォーマンスが要求される部分で
す。docker-compose.ymlからdbとredisサービ
ス自体をコメントアウトしてしまい、これらは
Dockerコンテナの外で動かすことも検討しま
しょう。こうすることで、操作を誤って重要な
データを消してしまうことも防げます。

う（図5）。
　まず、PumaのAPIエンドポイントにトゥー
ト内容がPOSTされます。するとDBに内容が
記録されると同時に、Sidekiqの非同期ジョブ
が実行されます。呼び出されたSidekiqジョブ
は、フォロワーそれぞれに配信するジョブを実
行します。そして、それぞれのフォロワーに対
応するジョブがRedis上のタイムラインの配列
にトゥートのIDを追加し、さらにストリーミン
グ配信用のJSONを生成するジョブを実行しま
す。最後にストリーミング配信用のJSONが生
成され、Redisに追加され、それをストリーミ
ングAPIを担当するNode.jsサーバが各クライ
アントに配送することで、ようやくトゥートが
通知されるわけです。

Dockerを用いた構築

　このように、Mastodonはリアルタイム更新を
実現するために複数のプロセスを利用していま
す。そのため、少し複雑ではありますが、限ら
れた人数で運用するのであれば、これらを1つ
のサーバで動かしてしまえば問題ありません。
幸いなことに、Mastodonには簡単に動作させる
ためのしくみがいくつか用意されています。そ
の中でも、Dockerを使った経験があれば、
Dockerを使うのが最も簡単な方法でしょう。

 ▼図5　トゥートが追加された際の処理（ローカルインスタンスの処理のみ）
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トゥートやアカウントをホスト名で区別します。
そのため、あとからLOCAL_DOMAINの設定を
変更するとさまざまな問題の原因になり得ます。
注意して設定し、変更しないようにしましょう。
　次に「③アプリケーションシークレットの設
定」です（リスト3）。これらの値はアプリケー
ション内で秘密のトークンとして使用されるも
のです。これらのトークンは次のコマンドを実
行することで生成できます。

# docker-compose run --rm web rake secret

　最後に「④メールサーバの設定」ですが、
Mastodonは新規登録やパスワードリマインダ、
そして通知のためにメールを利用します。その
ため、別途SMTPで利用できるメールサーバを
用意する必要があります（リスト4）。簡単に用
意できるサービスにはmailgun、SendGrid、そ
してAmazon SESなどがあるでしょう。もちろ
ん、自分でSMTPサーバを立てて運用しても問
題ありません。

★Mastodonの起動
　さて、ここまで設定が終わればMastodonを起
動しましょう。docker-compose up -dコマン
ドを使って起動します。

★ .env.production
　Mastodonのサーバ設定は .env.production

ファイルに記述します。.envは環境変数を羅列
するファイルで、.env.productionは本番環境
（production）用の設定を記述するファイルです。
サンプルとして .env.production.exampleファイ
ルがリポジトリに含まれているので、これをコ
ピーして作成しましょう。おもに設定する項目
には次の項目があります。

①DB、Redisサーバの設定
②ホスト名の設定
③アプリケーションシークレットの設定
④メールサーバの設定

　「①DB、Redisサーバの設定」では、接続先の
Redis、DBサーバのホスト名、接続設定を行い
ます（リスト1）。サンプルファイルはそのまま
Dockerの構成に利用できるように設定されてい
ます。Redis、DBをDockerの外で動かす場合
には、この値を環境に合わせて設定しましょう。
その際、DBには専用のデータベースを作成し
ておいたほうがいいでしょう。
　「②ホスト名の設定」では、LOCAL_DOMAIN

にMastodonインスタンスのホスト名を指定しま
す（リスト2）。Mastodonは各インスタンスの

 ▼リスト1　DB、Redisサーバの設定

 Redisに関する設定 
REDIS_HOST=redis   ←Redisサーバのホスト名 
REDIS_PORT=6379    ←ポート番号 

 DBに関する設定 
DB_HOST=db         ←PostgreSQLサーバのホスト名 
DB_USER=postgres   ←ユーザ名 
DB_NAME=postgres   ←データベース名 
DB_PASS=           ←パスワード 
DB_PORT=5432       ←ポート番号 

 ▼リスト2　ホスト名の設定

LOCAL_DOMAIN=example.com   ←インスタンスで使用するホスト名 
LOCAL_HTTPS=true           ←HTTPSを利用するかどうか 

 ▼リスト3　アプリケーションシークレットの設定

PAPERCLIP_SECRET=   ←アップロードファイルのURLシークレット 
SECRET_KEY_BASE=    ←セッションの秘密鍵のベース 
OTP_SECRET=         ←多要素認証に使う秘密鍵 

 ▼リスト4　メールサーバの設定

SMTP_SERVER=smtp.mailgun.org            ←SMTPサーバのホスト名 
SMTP_PORT=587                           ←ポート番号 
SMTP_LOGIN=                             ←ユーザ名 
SMTP_PASSWORD=                          ←パスワード 
SMTP_FROM_ADDRESS=noreply@example.com   ←FROMに使用するメールアドレス 



Aug.  2017 - 9392 - Software Design

クラウドサービスにおける運用

　Pawooの構成を図6に示します。Pawooでは
データベースやRedis、ロードバランサにAWS

のマネージドサービスを用いています。AWSで
はマルチAZ構成をとることでサービスを冗長化
し、可用性を確保するのが一般的な構成です。
RDSやElastiCache、Application Load Balancer 

（ALB）といったマネージドサービスを用いるこ
とで、簡単にマルチAZ構成を組むことが可能
です。
　前述したようにMastodonでは、設定ファイル
の接続先DBやRedisサーバの項目にRDSや
ElastiCacheを指定するだけで、簡単にAWSの
マネージドサービスを利用できます。

Streaming処理の改善

　Pawooではインフラサイドの改善以外にも、
アプリケーションの改善も行うことでMastodon

の処理速度を向上させています。最も効果があっ
たものの1つであるStreamingサーバのマルチ
プロセス化を紹介しましょう。
　MastodonのStreamingサーバはNode.jsで実
装されています。Node.jsはシングルスレッドで
動作するイベント駆動型のサーバプロセスです。
そのため常に1コアしか使用できず、ボトルネッ
クになっていました。ここを改善しない限り、
Mastodonをこれ以上スケールさせられません。
　これを解決する方法としてNode.jsプロセス
をクラスタリングしてマルチコアを利用できる
ように改善しました。Node.jsにはプロセスをク
ラスタリングするためのclusterモジュールが標
準でバンドルされています。
　この改善はすでにMastodon本体にも取り込ま
れており、みなさんは何もしなくてもこの改善
の恩恵を受けられます。これ以外にもPawooで
行った改善の多数はMastodon本体にすでに組み
込まれており、みなさんは意識せずに利用でき
ます。
　Mastodonは分散システムであり、Mastodon

# docker-compose up -d

★DBマイグレーションとアセットファイルの
作成

　Mastodonが起動したらDBのマイグレーショ
ンとアセットファイルのビルドを行う必要があ
ります。

 DBのマイグレーション 
# docker-compose run --rm web bin/rails ｭ
db:migrate`

 アセットファイルのコンパイル 
# docker-compose run --rm web bin/rails ｭ
assets:precompile

nginxによるプロキシ設定

　デフォルト設定の状態では、MastodonはHT 

TPS通信や静的ファイル配信を行わない設定に
なっています。これらの処理はHTTPプロキシ
で行うのが一般的です。
　誌面の都合ですべての設定を記述することはで
きませんが、MastodonのProduction Guide 注3に
nginxの設定例が記述されています。これに従っ
て設定するといいでしょう。
　SSL証明書はLet's Encrypt 注4を使うことで
無料で取得できます。Production Guideのサン
プルはLet's Encryptを使うことを前提に記述さ
れているため、それに従えば簡単にHTTPS通
信を提供できます。

Pawooにおける
Mastodonの最適化、改善

　弊社が運用している「Pawoo」は世界最大級の
Mastodonインスタンスの1つであり、1台のサー
バでさばけるリクエスト数ではありません。当
たり前ですが、複数台のサーバで運用すること
になります。

注3）  URL   https://github.com/tootsuite/documentation/blob/ 
master/Running-Mastodon/Production-guide.md

注4） すべてのWebサーバへの接続を暗号化することを目指し
たプロジェクトおよび認証局。TLSのX.509証明書の発行
を無料で行っている。

https://github.com/tootsuite/documentation/blob/master/Running-Mastodon/Production-guide.md
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違うのですが、人々がTwitterよりもより良い
場所を追い求めた結果として、Mastodonが注目
を集めてきたのは事実です。
　ツールとしてのMastodonは、間違いなく
Twitterにはできないことを実現できる力があ
り、それによって多くの人が幸せになったのは
間違いないでしょう。Pawooにおいても、「グ
ローバル基準で表現の規制がされているTwitter

では、イラストを自由に投稿できない！」そんな
悩みを抱えたイラストレーターが自由を求めて
集まったのがきっかけです。
　ただ、Mastodonのそういう性質だけに注目し
続けることは、本質的ではないとも考えていま
す。本当に注目すべきなのは、「Twitterの代替
製品が生じたこと」などではなく、「ミニブログ
型SNSのオープン化が世の中から受け入れられ
始めたこと」だと筆者（川田）は考えています。

Mastodonという箱だけに
注目すべきなのか？

　あらゆる独自実装がオープンになっていくこ

がスケールするためには1つのインスタンスだ
けが改善されてもしかたがありません。Pawoo

の改善をMastodon本体にもポーティング（移植）
していくことで、Mastodonの構築・運用がより
簡単にできるようになり、Mastodonコミュニ
ティがさらに発展することを願っています。

なぜMastodonは
注目を集めているのか？

　GitHubを遡
さかのぼ

ると、オイゲン氏がパブリックな
場で実際の作業を始めたのが2016年2月14日、
ファーストリリースは同年の10月です。そして
今年の3月末から一気に注目を集めます。
　4月に入ると、国内では当時筑波大学の学生
だったぬるかる氏が個人的に構築したインスタ
ンス「mstdn.jp」が注目を集め、企業が運用する
インスタンスとしては初となるピクシブ㈱の
「Pawoo」が注目されます。
　そのどれもが、Twitterというサービスの影
響によるものです。Twitterとは楽しみ方こそ

 ▼図6　Pawooの構成
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術をツギハギのように組み合わせているオープ
ン標準の集合体です。一方でActivityPubは、
pump.ioやMastodonでも使われているActivity 

Streamsと呼ばれる仕様をベースに拡張させ、
OStatusよりも一貫性があるスペックに仕上がっ
ています。
　Mastodonでも、一部だけでも採用できないか
と議論されているようですが、あまり前進して
いません。当面は、OStatusのままでなんとか
凌
しの

ごうとしているようにも見えます。

★WebSub
　先ほども紹介したPubsubhububが元になって
おり、ここ最近、いろいろと省略されて「Web 

Sub」という読みやすい名前になりました。Web 

Subはほかのサーバに対して、コンテンツの変
更を通知するために使われます。たとえば、ブ
ログの記事を更新した際、それをGoogleの検索
エンジンに通知するといった、そういう活用法
が期待されているスペック（仕様）です。
　Mastodon的な使い方とは、やや異なる需要に
応えるべく進化を続けています。Mastodonで
は、ほかのインスタンスへ自インスタンスの
トゥート内容を通知するために使われています。

★Salmon
　WebSubを使って他インスタンスに配信され
た記事に対して、リプライしたり、★を付けた
り、リモートのアカウントをフォローしたりな
ど、元情報を持つインスタンスに対する何かし
らのインタラクションを起こした際に、それを
反映させるのに用いるスペックです。情報を持っ
ているインスタンスにどういうインタラクショ
ンを起こしたいのかを記述したXMLを、HTTP

ベースでPOSTするだけというシンプルな仕様
です。
　「Salmon」はここ最近これといった進化がな
く、改善も期待できません。ただ、Mastodonの
多くの独自仕様を吸収しており、今後は別のア
プローチで改善される可能性を感じます。

とは、Free Softwareの登場以来、歴史の中で
何度も起きていました。Mastodonの本質的な価
値は、ミニブログ型SNSが独自実装と独占から
解放され、オープンになる最初のトリガーになっ
たというその1点だととらえています。
　ミニブログ型SNSが限られた企業にのみ独占
されるのではなく、まるでメールシステムやWeb

のように、幅広いニーズに応えられる分権化さ
れた時代に移り変わろうとしている。それこそ
が本質的な価値であり、注目されるべきことだ
と筆者は考えています。
　技術がオープン化され、オープンなエコシス
テムが生み出されようとしている。そういう意
味では、議論をMastodonというツールではな
く、OStatusなどのオープンな標準とそれによっ
て運用されたネットワークに向けるべきです。

Mastodon/OStatusの
これから

　「Mastodonは巨大なOStatusネットワークの
クライアントのようなものだ」「Mastodonでなく
たっていい」とは語りましたが、実際のところは
そう簡単にはいきません。MastodonのOStatus

エンドポイントは独自実装ありきで動いており、
Mastodonを使って接続するからこそ相互運用で
きています。
　記事の前半で、OStatusは死んだに等しい状
況だ、と語りました。今もなおOStatusそのも
のに大きな変化はないのですが、それを包含し
たSocial Web Working Groupではちゃんと進
化を続けています。Mastodonに関連する代表的
な技術について、これからの進化の流れを紹介
します。

★ActivityPub
　実はOStatus自体を進化させようというモチ
ベーションはすでに失われており、最近は
「ActivityPub」がOStatusの後継となることが期
待されています。OStatusは良い意味では枯れ
ている技術、悪い見方をすれば化石のような技
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Mastodonであり、Mastodonらしさの域をぬける
ことは困難です。連合ソーシャルネットワークは
多くの可能性を秘めていますが、Mastodonであ
るがゆえに、限られた可能性の中にとらわれてし
まうという悩みは一生ついてまわるでしょう。

Mastodonだけを
進化の道ととらえない

　既存のSNSが段階的にOStatusなどのオープ
ンな標準に対応していくことで、Mastodonを中
心とした連合ソーシャルネットワークが巨大化
するという道もあり得るでしょう。むしろ、そ
の方向が明るい未来に進めると筆者は考えてい
ます。Mastodonという枠ではなく、エコシステ
ムを育てるべき、という考え方です。
　たとえば、ピクシブ㈱の例を挙げます。当社
が運営しているサービスでは、イラストコミュ
ニケーションサービス「pixiv」という、いわゆる
フォトログ型と呼ばれるSNSが有名です。その
一方で、時代の移り変わりに応じて、絵を描く
人のニーズの変化に応えるべく「pixiv Sketch」
と呼ばれるSNSも提供しています。
　ミニブログ型であることを追求してきた同サー
ビスは、OStatusやActivityPubに対応すること
がほぼ可能であり、将来的にそうなることも視
野に入れています。もし対応すれば、pixiv 

Sketchへ投稿したイラストがMastodonインス
タンス上でも楽しめたり、また逆にMastodonに
投稿されているpixiv文化にマッチしたイラスト
をpixiv Sketch上でも楽しめたり、といったこ
とができるでしょう。
　分権型SNSや連合ソーシャルネットワークと
いうアイデアでブレークスルーを起こしていく
なら、Mastodonだけではなく、多くの実装が生
まれることが求められるでしょう。それこそ、
連合ソーシャルネットワークを取り巻くオープ
ン標準が、かつてのHTML5で起きたような巨
大なムーブメントを起こしていくうえで、必然
であると筆者は考えています。ﾟ

★WebFinger
　ヨーロッパで多く利用されているOpenID 

Connectという認証技術を支えるスペックの1つ
です。Mastodonのような連合ソーシャルネット
ワークの分野では、他インスタンスからアカウ
ントにひもづいた情報を探すために活用されて
います。アカウントの命名規則もOpenIDの影
響を受けているように見えます。
　OpenID Connectのような広く利用されている
技術で活用されているというのもあり、まだま
だ進化が進んでおり、Salmonと違ってJSONで
やりとりできる点でも新しさが感じられます。

★Activity Streams
　ブログのFeedでもよく利用されているAtom

を改良して作られたスペックで、Twitterや
Facebookのような時系列のタイムラインを表現
することに特化したフォーマットです。SNSが
乱立し、似たようなタイムライン表現が存在す
る中で、それらを共通のフォーマットで扱える
ようにしようとIBMから発案されました。
　Mastodonでも他インスタンスからタイムライ
ンを取得するために活用されています。このス
ペックが、先ほど紹介したActivityPubへと進
化しようとしています。

Mastodonだけで
進化し続けることの限界

　オイゲン氏が運用しているMastodonのmaster

ブランチには、セキュリティ改善や機能強化な
ど、さまざまな変更が日々繰り返されているた
め、そこに追従していくことが求められていま
す。差分が大きくなるほどアップデートが困難
になるため、実際の運用では乖

かいり

離し過ぎないよ
うにする努力が必要です。
　こうした技術的な理由もあり、Mastodonイン
スタンスを完全には好き勝手にカスタマイズで
きないという悩みがあります。乖離し過ぎたイ
ンスタンスの中には、アップデートされないま
ま運用されることもあるようです。
　それに、なんだかんだ言っても、Mastodonは
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関数型プログラミングの世界の
先祖
　Lispは世界初の関数型プログラミング言語で、
関数型の基本となるラムダ計算と再帰関数（後
述）を初めて実装し、後世に続く関数型言語の
ML注1やHaskell、F#、Scalaなどの先達となり、
関数型の世界を築き上げました。
　関数型プログラミングは、数学の関数（プログ
ラミング言語の偽物の関数ではなく、数学の純
粋関数）の考え方をそのまま実装したものです。
「純粋関数」とは、いつでもどこでも誰が計算し
ても、同じ入力に対しては同じ結果が返るもの
です。このいつでも同じ結果が返ることが重要
で、この特徴から、実行順序に影響されること
もなく、ほかのプログラムの動作にも影響され
ることもありません。このようにほかから影響
されないため、並列処理でもプログラム置換で
も何でもお気楽に自由気ままに実行できます。
純粋関数として実行できるのは「副作用注2」がな
いからです。関数型プログラミングでは、この
副作用に起因するバグがありません。たとえば
副作用によって、並列処理のロック変数が不用

注1） Meta-Language。1970年代にエディンバラ大学のロビン
ミルナーらが設計した関数型言語。

注2）  Side Effect。第1回（2017年5月号）の記事でも紹介したが、
副作用とは本来の関数の作用でないもので、たとえば変数
の値などの状態変化をさせる代入文が副作用の原因になる。
副作用は多くのバグの温床にもなっている。

意にセットされてしまい、お互いが待ち状態に
なる「デッドロック」や、逆にロックし忘れで処
理が衝突するようなバグもなくなります。IoT

やクラウド、ビッグデータなどで並列処理とデー
タの位置透過性（プログラムやデータをどこに配
置しても動作する性質）が求められる時代に、こ
の関数型プログラミングは必須です。この関数
型プログラミングの世界を切り開いたことが
Lispの自慢です（図1）。
　副作用がないプログラムは、変数に対する破
壊的再代入（初期化ではなく、値が格納されてい
る変数に対する代入のこと）をしないことで作れ
ます。リスト1に副作用のない関数と副作用の
ある関数を紹介します。

人工知能時代の 
Lispのススメ

  Author    五味 弘（ごみ ひろし）　沖電気工業㈱

〜ラムダ式からLispの作り方まで

短期集中連載

Lispは人工知能と関数型の先祖！　 
オブジェクト指向、再帰、ラムダ式を学ぼう！

第2回

　Lispは、ラムダ計算を基礎とする関数型プログラミングの先祖です。そして初期の人工知能プログラムの
多くはLispで開発されていました。この意味では、Lispは人工知能の先祖でもあります。またオブジェクト
指向の発展に寄与し、強力なマクロがあります。今回はLispが語りたいことを紹介します。

ラムダ計算

基礎

再帰関数

純粋関数

定義

副作用がない

高階関数

便利

評価戦略

バグが少ない

効果

並列動作

副作用って薬の副作用？
やっぱ悪いことなの？

副作用は余計なことをして、
ドツボにハマることかしら

 ▼図1　関数型プログラミングはLispが元祖！
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　関数addには変数はなく、状態注3

を持っていませんので、いつでもど
こで実行しても同じ引数に対して同
じ結果が返ってきます。このため、
addを同時に並列に実行しても正し
く結果を返します。面倒な同期を取
る必要もありませんし、同期による
デッドロックも起こりません。純粋
に数学の関数と同じ働きをします。
一方、sumは同じ引数でもいつも結
果が同じであるとは限りません。
　関数型プログラミングの肝は副作用のないプ
ログラムを作ることであり、高階関数やラムダ
式注4、遅延評価注5などは便利な機能でありますが
必須ではありません（しかし関数型プログラミン
グを自慢したいときはこれらを使ってみるのも
手です）。

Lispが人工知能を作った

　Lispは記号処理用言語として、初期の人工知
能システムの実装で多く使われました（図2）。た

注3） 関数の入力（引数）と出力（値）以外に何らかの変化をするも
のを状態と言います。たとえば、グローバル変数やローカ
ル変数、ヒープ領域、ファイル、ネットワーク、画面表示、
キー入力などがあります。

注4） 高階関数とは、関数を呼び出すときの引数として、整数10
や変数xなどと同じように、関数そのものを扱えます。また
関数の戻り値として、関数を返すことです。ラムダ式とは
関数型プログラミングの基本原理であるラムダ計算をする
ときに使う式で、これについては後述します。

注5） 遅延評価とは、通常の関数の評価順である内側優先、左側
優先で評価するのではなく、たとえば、その値が必要にな
るまで評価を遅延させる評価方法のことです。これにより、
無駄な評価をしなくて済むようになります。どのように評
価順序を決定するのかが評価戦略です。

とえば初期のエキスパートシステム注6である
Mycin注7や、数式処理システムのMacsyma注8や
REDUCE注9、初期の自然言語処理プログラム
ELIZA注10などがLispで開発されました。第2

次人工知能ブームのときでもSymbolics注11や
ELIS注12などのLisp専用マシンが人工知能マシ
ンとして作られ、その上で各種のエキスパート
システムが動作していました。

注6） 専門家（エキスパート）の判断を人工知能で行おうとするも
の。

注7） 1970年代にスタンフォード大学のブルース・ブキャナンと
エドワード・ショートリッフェが開発した医療エキスパー
トシステム。

注8） Project MAC’s SYmbolic MAnipulator。MITでカール・
エンゲルマン、ウィリアム・A・マーチン、ジョエル・モー
ゼスにより1968年から開発されたMaclispによる数式処理
システム。

注9） 1960年代にアンソニー・C・ハーンによって開発された物
理学用の代数計算数式処理システム。

注10） 1960年代にMITのジョセフ・ワイゼンバウムによって開発
された。

注11） MITの人工知能研究所から派生したコンピュータ製造企業。
1980年にケンブリッジに設立され、Lisp実行に最適化され
たマシンを設計製造していた。

注12） 1985年に電電公社（現NTT）電気通信研究所で開発された国
産Lispマシン。

 ▼リスト1　関数型プログラミングの例

●副作用がない関数（破壊的再代入がない関数）
(defun add (x y) (+ x y))  ; addは誰がいつでもどこで実行しても同じ値になる 
                           ; これにより、並列に実行しても問題は起こらない 

●副作用がある関数（破壊的再代入をしている関数）
(setf total 0)   ; 初期値代入 
(defun sum (x) (setf total (+ x total)))  ; sumの値は同じ入力でもいつも違う値になる 
 ; 変数 total は破壊的に再代入され、値が変わるために、実行順序によって結果が変わる 
 ; この例はグローバル変数であり、これではリエントラントでもない 
 ; ローカル変数への破壊的代入でも関数内部で副作用が生じる（関数外部は副作用なし） 

さすがLispね、立派だわ
人工知能を支えてきたのね

これってlisperがパラノイア
（誇大妄想）ってるのかも

エキスパートシステム

初期の人工知能

数式処理

Lispマシン

Lisp が人工知能で果たした功績は大きい！！

第2次人工知能ブーム

エキスパートシステム

Lispの子供たち

第3次人工知能ブーム

Python や R

記号処理

人工知能で使われた理由

動的

 ▼図2　Lispは人工知能の功労者
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　しかしこの天下も長く続きませんでした。こ
のエキスパートシステムの作成方法が確立され
ると、エンジン部は高速なC言語で作られるよ
うになり、Lispはその地位から転落してしまい
ます。しかし第3次人工知能ブームになるとLisp

から影響を受けたPythonやRなどが、人工知能
とビッグデータの立役者になってきました。こ
のようにLispが人工知能に果たす役割は今もこ
れからもあり続けるでしょう。
　Lispが人工知能で大活躍している理由は何で
しょうか。それはLispでは記号が簡単に使える
からです。たとえば"I have a pen"という自
然言語はLispでは(I have a pen)のようにシ
ンボルのリスト（S式）として表せます。またルー
ルベースのエキスパートシステムでもLispが大
活躍していますが、これもLispでルールが簡単
に記述できるからです。例として成績規則を考
えた場合、それをリスト2のような動的なデー
タとしてLispのリストで簡単に表現できます。
　そして前回（2017年5月号）の記事で紹介した
ように、リストを処理する豊富な関数が用意さ
れています。まさにLispは記号処理のために作
られた言語です。この記号処理で自然言語処理
や数式処理、エキスパートシステムなどの人工
知能システムが作られました。
　しかしLispはこれだけの理由で人工知能に使
われたわけではありません。別の強力な武器が
あります。それはLispの強力な動的機能注13で
す。これこそが人工知能用言語としての地位を

注13） 動的機能とはプログラムの実行中に変更できる機能です。た
とえば、プログラムの実行中に関数定義そのものを変える
ことができることを動的関数定義と言います。Lispには変
数の生成やクラスの変更など各種の動的機能があります。一
方、静的機能ではプログラムのコンパイル時などプログラ
ムが静止しているときにのみ変更できる機能です。

築いた本当の理由です。当初の人工知能はどの
ように実装すれば動くのか、また効率的に動く
のかがわかりませんでした。試行錯誤を繰り返
しながら、記号処理の実験を繰り返して、初期
の人工知能を作っていました。その過程ではプ
ログラムやデータ構造を動的に変更したり拡張
したりする機能が必須でした。いちいち再起動
せずにインタプリタの実行中に関数が再定義で
きることは便利な機能でした。事実、静的な関
数型言語であるMLなどでは人工知能にはあま
り使われていませんでした。

Lispがオブジェクト指向の 
世界をおもしろくした
　1970年代になると、Simulaなどで採用された
抽象データタイプの概念からオブジェクト指向
が萌芽してきましたが、エポックとなったのは
1980年のSmalltalk-80注14の登場です。これに
より、オブジェクト指向が一躍、脚光を浴びま
した。この時期、プログラミング言語の実装実
験場であったLispでもMIT FlavorsやCommon 

Loopsなどの数多くのオブジェクトシステムが
実装されました。そしてCLOS（Common Lisp 

Object System）がオブジェクト指向の新しい可
能性に挑戦したものになりました（図3）。
　CLOSはSmalltalkやJavaなどのクラスベー
スのオブジェクト指向ではなく、関数を拡張し
た総称関数注15をベースにした新しいオブジェク
ト指向です。これは関数型プログラミングの基
本である関数をそのまま総称関数に拡張して、
オブジェクト指向機能を導入したものです。ま

注14）  ゼロックスのパロアルト研究所で開発され、SimulaやLisp、
Logoの影響を受けた単一継承のオブジェクト指向言語。オ
ブジェクト指向言語の発展に大きく寄与し、その後に続く
JavaやC#などに大きな影響を与えた。

注15）  Generic Function。関数の引数クラスと値クラスの組み合
わせごとのメソッド関数をひとまとめにして総称した関数。
（メソッド）関数が特定の引数クラスと値クラスの組み合わ
せの1個だけの関数であるのに対し、総称関数は（メソッド）
関数を集めた関数。たとえば (defmethod add ((x 
number) (y number)) (+ x y))や (defmethod add 
((x list) (y list)) (append x y))が各々の引数クラ
スの組み合わせのメソッド関数1個であるのに対し、
(defgeneric add (x y))はこれらのメソッド関数をひと
まとめにしたもの。

 ▼リスト2　成績規則の記述例

(grading-rule 
  ((< score 30) poor) 
  ((and (>= score 30) (< score 50)) fail)
  ((and (>= score 50) (< score 70)) average)
  ((and (>= score 70) (< score 90)) good)
  ((>= score 90) excellent) )
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たCLOSは多重継承注16やマルチメソッド注17な
ど革新的な機能をサポートし、さらにLispらし
く動的にオブジェクトシステムを拡張注18できる
ようになっています。まさにLispがオブジェク
ト指向の世界をおもしろくしました。リスト3
にCLOSのサンプルプログラムを紹介します。

注16） Multiple Inheritance。SmalltalkやJava、C#など親クラス
が1個だけの単一継承を拡張して、複数のクラスを親クラ
スとして継承すること。たとえばx方向に伸縮可能なxウィ
ンドウとy方向に伸縮可能なyウィンドウのクラスがあった
とき、xとy方向に伸縮可能なxyウィンドウが、xウィンド
ウとyウィンドウの両方のクラスを継承すること。

注17） Multimethods。総称関数の中で適用可能な複数のメソッド
関数から呼び出されるメソッド関数を選ぶこと。または適
用可能な複数のメソッド関数があること。

注18） MOP（MetaObjectProtocol）とも言う。MOPとはインスタ
ンス生成やクラス構造、継承のしくみなどのオブジェクト
指向機能そのものを決めるものであり、MOPを定義するこ
とで自由に動的にオブジェクト指向機能を変更できる。

　CLOSの特徴には注16で紹介したxyウィン
ドウのような多重継承があります。C++のよう
なメンバ関数呼び出しのときに、明示的に親ク
ラスを指定する多重継承ではなく、メソッド関
数呼び出しのときに親クラスを指定しない暗黙
的な多重継承です。もちろん、こちらの方が面
倒がありません。CLOSは、どの親クラスを使
うかを宣言することなしにプログラマにとって
一番自然な順序で親クラスを見つけます（リスト
4）。
　このときに順序を単純な深さ優先で作ると、
a、b、d、cの順序になります。しかし、これは
aのローカルの順序a、b、c、dに反します。こ
の順序に反しないように並べ替えをして、たと
えばa、b、c、dの順序にします。この並べ替え
をトポロジカルソートと呼びます。このように
暗黙的な多重継承では面倒な問題がいろいろと
出てきます。

　Lispはプログラマに余計な負担
をかけず、不自然な継承をしませ
ん。一方、Smalltalk-80から始ま
る単一継承のオブジェクト指向言
語、たとえばJavaやC#、Rubyな
どはスーパークラスを複数持つこ
とはできず、プログラム開発で強
い制限になります。はっきり言っ
て手抜き工事です。

Simula
抽象データタイプ

初期のオブジェクト指向

Smalltalk-80
オブジェクト指向

CLOS

Common Lisp Object System

総称関数

多重継承
マルチメソッド

MOP

Falvors

Lispのオブジェクト指向

Common Loops

CLOSってすごいのね
でこれってどう読むの？

シーロスとクロス、
どっちでもいいかも
でもMOPはモップ！！

 ▼図3　Lispがオブジェクト指向をおもしろくした

 ▼リスト3　総称関数のプログラム

●クラスpersonの定義、スロット変数（Javaではフィールド変数）にはnameとageを定義
(defclass person () (name age)) → #<STANDARD-CLASS PERSON>
(defclass food () (name prise)) → #<STANDARD-CLASS FOOD>
●クラスpersonとfoodの2個のクラスを引数とする総称関数eatを定義
(defmethod eat ((person person) (food food)) (list person food)) 
  → #<STANDARD-METHOD (#<STANDARD-CLASS PERSON> #<STANDARD-CLASS FOOD>)> 
●シンボルpersonの値として、personクラスのインスタンスオブジェクトを代入
(setf person (make-instance 'person)) → #<PERSON アドレス>
(setf food (make-instance 'food)) → #<FOOD アドレス>
●総称関数eatを実行
(eat person food) → (#<PERSON アドレス> #<FOOD アドレス>)

 ▼リスト4　自然な順序

(defclass a (b c d) ())  ; aの親クラスとしてb、c、dを多重継承。継承順序はa、b、c、d 
(defclass b (d) ())      ; bの親クラスとしてdを継承。継承順序はb、d 
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 ▼リスト5　 加算関数addの、再帰プログラミングと 
繰り返しプログラミング

●再帰プログラミング
(defun add (x y) 
  (if (= y 0)               ; ベース項の判断で、yが0かどうかで判断 
    x                       ; ベース項で、yが0のときはxを返す 
    (1+ (add x (1- y))) ))  ; 再帰項で、addを自己再帰呼び出しをしている 

●繰り返しプログラミング
(defun add (x y)
  (let ((s x))                              ; ローカル変数sで初期値はx 
     (dotimes (i y s) (setf s (1+ s))) ))   ; 制御変数iの値が0からy-1まで繰り返す 

再帰プログラミングは自然

　Lispは、CやJavaなどのように繰り返しの機
能を持っていますので、それを中心としたプロ
グラミングもできます。ですがLispと言えば、
やはり再帰プログラミングです。再帰プログラ
ミングは関数型プログラミングの基礎として、
再帰関数（帰納関数）の概念を使っています。再
帰関数とは、直接かまたは間接的に自分自身の
関数呼び出しをすることです。ここで例として
正の整数の加算関数addを、1+と1-を使って
再帰で作ってみましょう。参考に繰り返しプロ
グラミングも示します（リスト5）。
　再帰プログラミングと、繰り返しプログラミ
ングの記述能力は同等です。つまり、どちらか
のプログラム手法は他方のプログラム手法で書
くことができます。それでは、この再帰プログ
ラミングと今までの繰り返し文を使ったプログ
ラミングと、どちらが自然なプログラミングだ
と思うでしょうか。
　手続き型プログラマ脳になっていると、繰り
返しプログラミングが自然だと感じているかも
しれません。でも待ってください。まずは例を
見ていきましょう。再帰プログラムのadd関数
では、(1+ (add x (1- y)))のように、加算
とは1-して加算したものに1+したものである
という帰納的定義注19になっています。

注19） 帰納的定義とは今までの定義を使って新たに定義すること
です。たとえば、n - 1まで定義されているものを使って、
nを定義することです。再帰関数は帰納関数とも呼ばれてい
ます。

　一方、繰り返しプログラミングはxにy回1+
するという手順しか示していません。つまり繰
り返しプログラミングは、結局は手続きの方法
を言っているだけで、どんなものを作りたいの
かは言っていません。手順書だけ渡されて完成
図がないのです。一方、再帰プログラミングは
帰納的定義で何を作るかの定義をそのまま最初
に書いています。
　つまり再帰プログラミングは手順（How：手続
き）でなく、モノ（What：定義）を書いています。
手続き型プログラマ脳に侵されていない状態な
ら、繰り返しよりも再帰の方がとっつきやすい
でしょう（図4）。事実、子供向けのプログラミング
言語のScratchやそれに影響を与えたLogoなど
は、再帰プログラミングが基本になっています。
　再帰プログラミングが再帰中の引数や値の退
避をするためにスタックを使う分、実は実行効
率は落ちます。再帰プログラミングはスタック
を大量に消費し、最悪、スタックオーバーフロー
のエラーが出ます注20。一方、繰り返しプログラ
ミングはローカル変数にどんなに破壊的代入文
を繰り返しても、ローカル変数をスタックに退
避する必要がなく、スタックをまったく消費せ
ずに高速に実行できます。
　でも安心してください。再帰を末尾再帰注21に
すれば、再帰プログラミングもスタックを消費
せずに単純な繰り返し文と同等になります。最
注20） 再帰ではシステムスタックへ引数や値を格納して、スタッ

ク配列に対する破壊的代入をしています。もちろん、これ
らは副作用です。しかしLispやHaskellなどの処理系自身が
行うことはガベージコレクションも含めて完全に正しく動
作するものとして、外部に副作用を見せません。だから副
作用はない、というのが関数型言語の言い草です。

注21） 最後に関数呼び出しが行われる関数（末尾関数）が自己再帰
する関数を末尾再帰と言います。たとえば、(defun fact 
(n) (if (<= n 1) 1 (* n (fact (1- n)))))の再帰
関 数 を、(defun fact (n ret) (if (<= n 1) ret 
(fact (1- n) (* n ret))))のようにfactを最後に再帰
呼び出しするように変更すると、末尾再帰になる。
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近の関数型言語では自動的に末尾再帰の最適化
を行うようになり、一方スタックも大量に高速
にアクセスできるようになり、効率の面からも
問題はなくなっています。本当です。

マクロで世界を広げる

　Lispには強力なマクロ機能があります。一言
で言って、マクロを使えば何でもできます。Lisp

のマクロが強力な理由は、マクロ定義そのもの
がプログラムになっていることです。言わば、メ
タプログラミング注22ができます。それではマク
ロの例を見ていくことにします（リスト6、図5）。
　マクロ定義をこのようにLispプログラムで書
くことができますが、多くは listなどを使って、
S式プログラムを構成することになります。そ
こで、いちいち listなどで書かなくてもいいよ
うに、マクロ定義のときの便利な記法として、

バッククォート記法があり 

ます（リスト7）。 （̀バック
クォート）や,（カンマ）、@を
見ないようにすれば、ほぼ展
開形のように見えるので、前
のマクロ定義と比較して、だ
いぶ見やすくなりました。
　この強力なマクロを使って、
自由にLispの構文を拡張でき
ます。まさにプログラミング
言語の実験場としてぴったり
です。ぜひ、マクロでLispを
拡張してみてください。

注22）  メタプログラミングとはプログラ
ムを生成するプログラミング。Lisp
では動的にメタプログラミングが
できるが、マクロではメタプログ
ラミングを言語仕様として持って
いる。

ベース判断

ベース項

再帰項

再帰変数

再帰呼び出し

変数による制御
破壊的再代入

繰り返し

手続きの羅列
How

(defun add (x y)
  (if (= y 0)
    x
    (1+ (add x (1- y))) ))

(= y 0)

x

(1+ (add x (1- y)))

y

(add x (1- y))

再帰プログラミングの構成

副作用なし
スタック消費

再帰

帰納的定義
What

 ▼図4　再帰プログラミングでGo!

マクロ式 マクロ展開式 実行結果
(macroexpand 
'(add 10 20))

(eval '(+ 10 20))

マクロ定義を使って
マクロ展開を実行

マクロ展開した式
を実行

マクロ式
(add 10 20)

マクロ定義
(defmacro add (x y) (list '+ x y))

実行結果
30

マクロ展開式
(+ 10 20)

え？２回もプログラムを
実行するの？
遅いんじゃないの？

コンパイルすれば、大丈夫よ。
それよりもマクロ展開もプログラム
だということに注目してほしいわ

 ▼図5　マクロ定義、展開、実行

 ▼リスト6　マクロの例

 ; defmacroではマクロ展開する方法をLispでプログラミングする 
 ; ここでは (add 10 20)を (+ 10 20)になるように、listを使ってプログラムしている 
(defmacro add (x y) (list '+ x y)) 
 ; マクロを展開する（関数macroexpandはマクロ式をマクロ定義に従って展開する関数） 
(macroexpand '(add 10 20)) → (+ 10 20)
 ; マクロを実行する 
 ; マクロ式のときはそれを展開して、さらに展開したものを実行する（2回プログラムが実行される） 
(add 10 20) → (+ 10 20) → 30

 ▼リスト7　バッククォート記法のマクロの例

(defmacro add (x y) `(+ ,x ,y))           ; `(+ ,x ,y)が(list '+ x y)の簡略記法 
(macroexpand '(add 10 20)) → (+ 10 20)    ; , は評価（引数はその値に、S式は実行する） 
(defmacro my-list (&rest x) `(list ,@x))  ; `(list ,@x)が(cons 'list x)の簡略記法。@はconsでつなぐ 
(macroexpand '(my-list 1 2 3 4)) → (list 1 2 3 4)  ;&restは以降の引数をリストにするもの 
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ラムダ式で苦労する

　ここでは元祖ラムダ注23式を使ったプログラミ
ングを見ていきましょう。JavaやC#などではこ
のラムダ式が後付けで採用されましたから、知っ
ている人もいるかと思います。ラムダ式は一言
で言えば、関数定義時の環境を引き連れた名前
を持たない関数（匿名関数）のことです（図6）。こ
のラムダ式はラムダ計算注24を原理にして動作し
ます。ラムダ計算は変数束縛と関数適用などに関
するたった3個しか規則がない簡単なものです。
　このラムダ式はどんな役に立つのでしょうか。
まずラムダ式の身近な利点としては、関数名を
付ける苦労から開放されることがあります。一
時的に使うだけの関数にわざわざ名前を付ける
のは面倒で、そのコストも馬鹿にできません。
次にラムダ式の本質的な利点とは、ラムダ式（匿
名関数）そのものをデータとして扱えることで
す。ラムダ式をデータとして、そのときの環境
を持ち運んで、別の関数の引数にしたり、関数
の値として返したり、変数に代入したりするこ
とができます。この考えは関数型プログラミン
グの節で紹介した高階関数に使えることになり
ます。第1回で紹介したLispの最大の特徴であ
る「プログラム＝データ」という考えも、このラ
ムダ式の考えから来たものです。
　ここまでは、ラムダ式の薔

ば ら

薇色の利点

注23） アロンゾ・チャーチが1941年に提唱したラムダ
計算は、なぜラムダ（λ）だったのでしょうか。有
名な数学書である「数学原理」では束縛変数に「（̂カ
レット）」を使っていました。チャーチはこれをΛ
（大文字のラムダ）で表しましたが、他と混同しや
すいので、小文字のλにしました。チャーチの学
生だったマッカーシーがLispにそのλを lambda 
として採用したのがラムダ式の始まりです。

注24） ラムダ計算の規則には変数名を変更するα -変換
と、関数適用するβ-変換、そして関数の等価性判
断のη-変換の3個しかありません。関数適用のβ
変換がラムダ計算の中心になります。またラムダ
計算では変数が束縛された変数（ローカル変数に相
当）と束縛されずに自由に出現する変数（グローバ
ル変数）があります。またラムダ計算で使うラムダ
項はλx.fxyのように記述し、xが束縛変数、yが
自由変数になります。このラムダ計算については、
拙著『はじめてのLisp関数型プログラミング』（技
術評論社、ISBN978-4-7741-8035-9）を参照して
ください。

を見てきましたが、面倒な点もあります。関数
をデータとして扱うときに、変数束縛の環境（ど
の変数がどんな値に束縛（代入）されているか）を
どのように効率的に作るかは、Lisp処理系の実
装者の腕にかかってきます（苦労します）。
　以下、環境がない場合のラムダ式の例を見て
いきます。このラムダ式の実装を図7とリスト
8に紹介します。リスト8のプログラムの理解
は面倒かもしれませんが、図7の概要を括弧だ
らけで書いているだけです。安心してください。
　このラムダ式は前述したようにLispのファー
ストクラスオブジェクト（つまり普通に読み書き

α-変換
例. λx.fx → λy.fy

名前変更

ラムダ算法の規則

β-変換
例. (λx.fx)2 → f2

関数適用

λx.fxy

環境を持つ匿名関数

ラムダ式の表記

ラムダ式
関数型プログラミングの基本

束縛変数 x

η-変換
例. λx.fx → f

等価性
自由変数 y

ラムダって何？ 
格好いいこと言おうと
したの？

η（イータ）もそうかしら。
でもそれがいいんでしょう、
lisperには

 ▼図6　ラムダ式

引数リスト

関数本体

環境

#'(lambda (x y) (+ x y))
ラムダリスト

ラムダリストって、なんで関数に
名前を付けないの？　それに環
境ってなんなの？　エコなの？

名前を考えるのって面倒なの
よね。
環境はシンボルと値のことね

(+ x y)

()

(X Y) 引数リスト

関数本体

環境

(funcall #'(lambda (x)
             #'(lambda (y) (+ x y)) )
         10)

の内側のラムダリスト

(+ x y)

((x 10))

(Y)

 ▼図7　ラムダリストの実装例
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できる値）として扱えます。リスト8中の（2）や
（3）のように関数の引数や値にすることもでき、
ラムダ式は値として自由に持ち運びができます。
これが関数型プログラミングの、そしてLispの
いいところです。
　次はいよいよ環境を持ったラムダ式（Lispで
はクロージャ（関数閉包）で実装）の説明になりま
す。Lispを勉強すると誰もが一度は聞く駄洒落
に「クロージャは苦労するんじゃー」があります
が安心してください。本当です。
　クロージャは環境をラムダ式に閉じ込めます。
ここで環境とはラムダ計算の変数束縛のことで
す。一般のプログラミング言語的に言えば、ロー
カル変数とその値です。
　リスト9をご覧ください。（1）の例では(funcall 
fun1 10)を実行することで、ローカル変数xと
その値の10を閉じ込めているクロージャを生成
します。そのクロージャ（fun2に代入されてい

る）を実行すると、閉じ込めた環境からxの値を
検索して、10を返します。このようにクロー
ジャにより環境を持ち運びできます。そのクロー
ジャが生きている間、環境も生き続けることに
なります。
　このように定義時の環境を含んだ関数（クロー
ジャ）を自由に持ち運べるので、プログラムも柔
軟で拡張性が高く、動的なプログラミングがで
きます。この有用性が認められて、JavaやC#

などの言語にもラムダ式が採用されてきていま
す。ラムダ式やクロージャを怖がらずに気楽に
使ってください。

最後に

　今回まではLispの使い方を見てきましたが、
次回はこのLisp処理系自身の作り方を見ていく
ことでさらにLispを深く知ることにします。｢

 ▼リスト8　ラムダ式

●（1）ラムダ式の表現
 ; このラムダ式は引数xとy(束縛変数xとy)で、(+ x y)の加算を実行する 
 ; (function (lambda ...))が正式であるが、それを簡略化した #'(lamda ...)やマクロlambdaも使える 
#'(lambda (x y) (+ x y))
●（2）ラムダ式の実行とラムダ式の引数、データとしてのラムダ式
 ; ラムダ式はfuncallで以下のように実行できます。 
 ; funcallの第1引数にはラムダ式、第2引数以降はラムダ式の引数 
(funcall #'(lambda (x y) (+ x y)) 10 20) → 30 
(setf fun #'(lambda (x y) (* x y))    ; シンボルfunの値にラムダ式を代入する 
(funcall fun 10 20) → 200         ; シンボルに代入されたラムダ式を実行する 
●（3）関数の値になるラムダ式
 ; ラムダ式を返す関数を作ります 
(defun fun () #'(lambda (x y) (+ x y)))  ; 加算のラムダ式を返す関数 
(fun) → #<FUNCTION :LAMBDA (X Y) (+ X Y)>
(funcall (fun) 10 20) → 30

 ▼リスト9　クロージャの例

●（1）環境を閉じ込めたラムダ式（クロージャ）
 ; 自由変数xを返すラムダ式 #'(lambda () x)を値にするラムダ式 
(setf fun1 #'(lambda (x) #'(lambda () x)))
 ; 上記の外側のラムダ式を実行する 
(setf fun2 (funcall fun1 10)) → #<FUNCTION :LAMBDA NIL X>
 ; ローカル変数xとその値が10である環境を閉じ込めたクロージャを返す 
 ; このクロージャを実行する 
(funcall fun2) → 10   ; クロージャで閉じ込めていた環境を使ってxの値を返す 
●（2）局所束縛letによるクロージャ
 ; letによりローカル変数xを10に束縛している。(1)と同じでlambdaの略記法として捉える 
(setf fun2 (let ((x 10)) (lambda () x))) → #<FUNCTION :LAMBDA NIL X>
(funcall fun2) → 10
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　前回は「やりすぎたJOIN」と題して、RDBだ
からこそ陥るJOINの罠を説明しました。第4回
にあたる今回は「効かない INDEX」という題名
で、RDBのチューニングの際に必ず利用する
INDEXについてお話します。

効かないINDEX

　知っているようで意外と知らないINDEX。実
はRDBMSによってそのしくみや種類は異なり
ます。INDEXなしではRDBの高速化は語れま
せんので、今回はINDEXを深掘りします。

　　  事の始まり

　DBA（データベース管理者）のTさんはスロー
クエリログを見ながら悩んでいる最中。

Tさん：なんでだろう……急にこのクエリが遅
くなってる。手元で試してみても INDEXを使っ
てくれてるのに。

　そこへ同僚のKさんが助け舟を出してくれた。

Kさん：本番と同じデータでちゃんとチェック
した？　データが大き過ぎるなら、バックアッ

プ用にレプリケーションしているスレーブで試
してごらん。
Tさん：アドバイスありがとう。試してみるよ！

　さっそく試してみるTさん。

Tさん：なるほど……、同じクエリでもWHERE

句に指定する値によって INDEXが効いたり効
かなかったりするぞ。あれ？　同じデータ（リス
ト1）なのにステージングでも再現しない実行計
画がある。これはもう少し、INDEXについて勉
強する必要があるぞ。

　　  INDEXの役割

　INDEX（索引）とはテーブルからデータを高速

 ▼リスト1　該当のテーブルDDL

CREATE TABLE `users` (
  `user_id` int(11) NOT NULL AUTO_INCREMENT,
  `name` varchar(45) NOT NULL,
  `gender` tinyint(1) NOT NULL COMMENTｭ
 '1 =  男性, 2 = 女性',
  `age` int(11) NOT NULL,
  PRIMARY KEY (`id`),
  UNIQUE KEY `index_name` (`name`),
  KEY `index_age` (`age`),
  KEY `index_gender` (`gender`)
) ENGINE=InnoDB DEFAULT CHARSET=utf8mb4

PostgreSQLとMySQLの失敗と対策

　本連載では、開発の現場で発生しやすいリレーショナルデータ
ベース（RDB）全般の問題をRDBアンチパターンとして紹介し
ていきます。今回のアンチパターンの主人公は、INDEXを使っ
ているのになぜかクエリが遅いという問題にぶつかった、データ
ベース管理者。

 Author  曽根 壮大 （そね たけとも）　㈱はてな　 Twitter  @soudai1025

効かないINDEX第 回4
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す（図3）。単純に比較しても50倍の効率ですね！
　このとおり、INDEXを利用することでテーブ
ルスキャンに比べ高速にデータを検索できます。

　　  今回のアンチパターン

　ここまで INDEXのしくみについて説明しま
した。INDEXを有効に使うことで高速にデータ
を検索できます。今回のアンチパターンには、
次のような問題があります。

・INDEXのしくみと、RDBMSがいかにそれを
利用しているかを知らない

・INDEXを利用するにはテーブル設計が不適切

　INDEXの特性を交えて説明していきます。

に取り出すためのRDB 

MSのしくみです。
　INDEXを適切に作成
し、さらにそれを検索時
に利用することでクエリ
の高速化が実現されます。
　INDEX は RDBMS に
よって実装方法が異なり
ます。同じOSSでも、My 

SQL と PostgreSQL で
は実装に違いがあります。

　　  BTree INDEX 
　　  のしくみ

　よく INDEXを使いましょうと一般的に言わ
れていますが、実は INDEXにはいろいろな種
類があります。その中でも、一般的にRDBMS

で利用されている INDEXがBTree INDEXで
す。MySQLでもPostgreSQLでも、多少の細
かい実装は違えど考え方は一緒で、みなさんが
日々使う INDEXはBTree INDEXと言って良
いでしょう。ですので、今回はこのBTree 

INDEXのみを扱います。以降、本文中のINDEX

はBTree INDEXのことを指すとします。
　それではさっそくBTree INDEXの大まかな
しくみですが、図1のとおりです。この例では、

SELECT * FROM users WHERE user_id = 4000

の結果を取得するために、INDEXを使わない
テーブルスキャンでは200ブロックを読み込む
必要があります（図2）。それに対し、INDEXを
利用すると4ブロックのアクセスのみで済みま

 ▼図1　BTree INDEXの構造（PostgreSQLの例）

先に索引にアクセスして、必要なブロックだけを取得

WHERE user_id = 4000 索引ブロックヘッダ
user_id = 2501

(ブロック ID,行 ID)=(100,1)

user_id = 2502
(ブロック ID,行 ID)=(100,2)

：
user_id = 4000

(ブロック ID,行 ID)=(200,10)

user_id = 4001
(ブロック ID,行 ID)=(201,1)

：
user_id = 5000

(ブロック ID,行 ID)=(300,5)

表データ

199番
ブロック

200番
ブロック

201番
ブロック

9
10

～2500 ～7500

～10000

～5000

～5000

～10000

 ▼図2　テーブルを直接読むコスト（テーブルスキャン）

1回で全行を取得する。300ブロックの表なら、
当然300ブロック取得＝シーケンシャル I/O

1番 … 199番 200番 201番 … 300番
9

10

 ▼図3　INDEXを利用するときのコスト

表の1ブロックを利用するために最低
4ブロック（①～④）取得＝ランダム I/O

199番
ブロック

200番
ブロック 201番

ブロック9
10

～5000

①

②

③

④

効かないINDEX第 回4
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ないが決まります。次のような10万件の会員
データがあったとします。

10代が10%／20代が50%／30代が10%／
40代以上が30%

　この場合に30代を抽出するクエリ、

SELECT * FROM users WHERE age BETWEEN 30 ｭ
AND 39;

は INDEXが有効に利用される可能性が高いで
す。逆に20代は全体の50%ですので、INDEX

は利用されないでしょう。
　ではここで、このサービスの会員にまったく
流動がないまま10年が経った場合はどうでしょ
うか？　当たり前ですが、現在の20代がそのま
ま30代になります。そのため、現状ではINDEX

を利用している上記クエリが時間経過とともに
ある日、突然INDEXを利用しなくなります。こ
れがまさに、冒頭のTさんのような例で見られ
るケースです。

条件にその列を使っていない
　INDEXは、検索対象の列がWHERE句や
JOINの際のON句などで利用されていない場
合、利用できません。一見すると当たり前に見
えますが次のような例が該当します。

・インデックスが利用されない例

SELECT * FROM users WHERE age * 10 > 100;

　この例では、INDEXをage列に対して設定し
ている場合でも INDEXは使われません。検索
の対象はage * 10の計算結果となるため、す
べての行に対して計算・比較する必要が出てく
るからです。この場合は次のように変更するこ
とでINDEXを利用するクエリとなります。

・インデックスが利用される例

SELECT * FROM users WHERE age > 100/10

　類似例として、対象の列を関数の引数に指定
している場合があります。

　　  設定したINDEXが効かない 
　　 （使われない）ケース

　次のようなケースでは、RDBMSはINDEXを
使ってくれません。

検索結果が多い、全体の件数が少ない
　図3では、INDEXを使うと1つのデータを取り
出すために4ブロックにアクセスしています。1行
を取り出すだけであれば、「1行×4ブロック」です
のでコストは4です。100行取り出すのであれば
「100行×4ブロック」ですのでコストは400です。
　テーブルスキャンの場合は「テーブルの行数 

×1ブロック」がコストです。もしテーブルが
200行しかない場合は、「200行×1ブロック」で
すのでコストが200です。
　極端な例を言いますと、1万行のテーブルか
ら9,999行を取り出すような場合、INDEXを使
うよりもテーブルスキャンのほうが高速です。
また、10行の中の5行を検索するような場合も、
INDEXを利用した「5行×4ブロック = 20コス
ト」よりも「10行×1ブロック = 10コスト」の
テーブルスキャンのほうが高速です。
　INDEXを利用するためには次の2つの条件が
必要です。

① 検索結果がテーブル全体の20%未満
　一般的な実務レベルでは10%未満を指標にす

るのが良い
② 検索対象のテーブルが十分に大きい
　数万〜数十万行が目安。1,000行程度のテー

ブルの場合はINDEXを参照するよりもテーブ
ルスキャンが効率的なケースが多いため、
INDEXは利用されにくい。たとえば都道府県
マスタのように47行しかないテーブルの検
索では、INDEXが利用されないケースが大半

　ここで注意すべきこととして、データの比率
は時間とともに変わります。たとえばユーザの
世代別に集計する必要があった場合に、世代の
比率によって INDEXが有効活用できる／でき

PostgreSQLとMySQLの失敗と対策



108 - Software Design Aug.  2017  - 109

類のデータしかないため、データに重複が多く
なります。このようなカーディナリティが低い
列に対して絞り込む場合は検索結果が多くなり
やすいため、INDEXをうまく利用することが難
しいのです。
　たとえば男女比が1：1であれば、genderに対
する結果が常にテーブル全体の50%になるため、
WHERE gender = 1などの検索よりも、別の列
に設定された INDEXを利用したほうが有効と
なります。しかし男女比が1：99の場合、WHERE 
gender = 2などの検索は99%が検索対象とな
るため、INDEXが有効活用できません。逆に
WHERE gender = 1の場合は1%が検索対象に
なるため、有効にINDEXを利用できます。

あいまいな検索
　RDBMSの検索にLIKE検索があります。パ
ターンとしては表1の3種類があります。この
うち、標準で INDEXを利用するケースは前方
一致のみです。そのため、後方一致で INDEX

を利用したい場合は、reverse()などの関数で
対象の列をひっくり返して別の列に保存したり、
PostgreSQLの式 INDEXを利用したりする必
要があります。
　部分一致で INDEXを利用したい場合は、全
文検索インデックスなどを利用する必要があり
ます。こちらはRDBMSや使う拡張などによっ
ても大きく特徴が変わりますので、今回はツー
ルの紹介までにしたいと思います（表2）。

・インデックスが利用されない例（MySQL）

SELECT * FROM `原稿` WHERE ｭ
UNIX_TIMESTAMP(〆切期日) < $unix_timestamp;

・インデックスが利用される例（MySQL）

SELECT * FROM `原稿` WHERE ｭ
`〆切期日` < FROM_UNIXTIME($unix_timestamp);

　こちらの例も同様です。INDEXは関数の結果
を持っているわけではないので、すべての行に
対して関数を実行する必要があります。そこで、
関数の結果を INDEXを設定した列と比較する
ようにしています。
　PostgreSQLには式 INDEXという機能があ
ります。これは関数などの式の結果を INDEX

にするという機能で、前述のUNIX_TIMESTAMP() 

のような結果をINDEXにできます。そのため、
どうしても関数を利用する必要があるケースで
も高速に検索できます。たとえば次のようなク
エリでも、式INDEXを利用できます。

SELECT * FROM users WHERE SUBSTR(name, ｭ
0, 2) = '曽根';

カーディナリティの低い列に対する検索
　「列に格納されるデータの値にどのくらいの種
類があるのか？」をカーディナリティと言いま
す。種類が多い、つまり重複が少ないデータは
カーディナリティが高いことになります。たと
えばシーケンシャルな idは、各行ごとに新たな
値が指定される場合は重複がなく、データの種
類が多くあるのでカーディナリティが高いです。
　逆にカーディナリティが低い例は、今回のア
ンチパターンですと「性別」になります。リスト
1のgender列は、1 =  男性, 2 = 女性と2種

種類 概要 例

前方一致 検索対象の中で指定した文字列から始まる単語に一致 WHERE LIKE 'TEST%'と指定するとTEST 01、TEST 02
などにヒット

後方一致 検索対象の中で指定した文字列で終わる単語に一致 WHERE LIKE '%TEST'と指定すると 01TEST、02TEST
などにヒット

部分一致 検索対象の中で指定した文字列が含まれる単語に一致 WHERE LIKE '%TEST%'と指定するとTEST 01、01TEST
などTESTを含むすべてにヒット

 ▼表1　LIKE検索

RDBMS ツール名 URL

MySQL Mroonga http://mroonga.org/ja/blog/

PostgreSQL 
PGroonga https://pgroonga.github.io/ja/

pg_bigm http://pgbigm.osdn.jp/

 ▼表2　全文検索インデックス

効かないINDEX第 回4

http://mroonga.org/ja/blog/
https://pgroonga.github.io/ja/
http://pgbigm.osdn.jp/


110 - Software Design

用されなくなることがあることもわかりました。
今回のアンチパターンの対策のポイントをまと
めますと、次のとおりです。

・INDEX（とくにBTree INDEX）の特性をしっ
かりと把握して適切なINDEXを設定する

・INDEXを利用できるクエリを実行する
・INDEXを活用できるテーブル設計をする
・スロークエリログやデータの状態などをしっ

かりとモニタリングする

　RDBMSは「今のデータ情報をサンプリングし
た統計情報」をもとにオプティマイザが判断して
います。そのため未来のデータについては判断
できず、そこも含めていかにテーブルを設計す
るかがエンジニアの腕の見せ所となります。今
回の例は実務でもよく見られる例であり、設計
時にどこまで考慮するか？――という判断も難
しいため、継続的にデータの中身をモニタリン
グすることが大切になります。

次回の
RDBアンチパターン

　今回のRDBアンチパターンはいかがでしたで
しょうか？　RDBMSを有効に使うにはINDEX

が必要不可欠です。しかし INDEXも万能では
なく、特性をしっかりと理解することが重要で
す。
　次回は、そんな INDEXの宿敵とも言えるフ
ラグについてのアンチパターンです。このアン
チパターンは、みなさんも現場で見る機会があ
るのでは？　次回の「フラグの闇」もお楽しみ
に！ﾟ

統計情報と実際のテーブルのデータ状態とで
　 乖

か い り
離がある場合

　INDEXを利用するかどうかは、クエリの実行
時にオプティマイザが判断して決めています。
このときの判断材料となるのが統計情報です。
統計情報は定期的にテーブルから一定数のサン
プリングを行い、それをもとに作られます。
　ただし、「実際のデータ分布から乖離した統計
情報」が作られることがあります。次のような場
合にそれは起こります。

❶ サンプリングの前に大量のデータ更新が行わ
れた（例：バッチ処理でデータを大量に追加
した、範囲の広いUPDATEを行ったなど）

❷ サンプリングで偏ったデータを収集した

　❷は、データとクエリはまったく同じなのに、
本番とステージングで実行計画が違う場合の原
因になることもあります。
　これらのような場合は統計情報の更新を行い
ましょう。しかし、統計情報の更新によって実
行計画が変動することが好ましくない場合もあ
ります。そのようなときのために、利用する
INDEXや統計情報を固定する手法があります。
基本的にはオプティマイザに任せることが適切
なクエリのほうが多く、この手法はあくまで飛
び道具ですので、参考ページの紹介までにした
いと思います（表3）。

　　  このアンチパターンのポイント

　今回のアンチパターンは「INDEXの特性を知
らない」ことで発生しました。また、仮にINDEX

のしくみを知っていても、データの変化も含め
て適切に設計しなければ将来的にINDEXが利

RDBMS 参考ページ・ツール名 URL

MySQL 公式ページ「インデックスヒントの構文」 https://dev.mysql.com/doc/refman/5.6/ja/index-hints.html

PostgreSQL 

pg_hint_plan（PostgreSQLは標準ではヒ
ント句がないため、拡張として追加する
必要がある）

 https://github.com/ossc-db/pg_hint_plan

pg_dbms_stats（統計情報を管理するため
のツール） https://github.com/ossc-db/pg_dbms_stats

 ▼表3　インデックス・統計情報の固定方法

PostgreSQLとMySQLの失敗と対策
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　今回は INDEXを適切に有効活用できていないアンチパターンでしたが、名著『SQLアンチパターン』注Aに

「インデックスショットガン」というアンチパターンが出てきます。これは、「闇雲に INDEXを設定しまく

る」というアンチパターンです。本編では触れませんでしたが、INDEXを設定することで INSERT/UPDATE/

DELETEが遅くなるという問題があります。複雑な複合インデックス（複数の列に対する INDEX）を設定し過

ぎると、オプティマイザが不適切な INDEXを選ぶことがあります。

　これらについて、『SQLアンチパターン』の中では「MENTORの原則」に基づいて対応しましょうと書いて

あります（表A）。この点は今回のアンチパターン「効かない INDEX」でもまったく同様です。

　また INDEXは一般的に、追加よりも削除のほうが難しいです。なぜならば「この INDEXを外したことによ

るパフォーマンス遅延」は予測しづらく、リスキーである反面、INDEXを作りっぱなしするリスクはそれよ

りも比較的少ない場合が多いからです。

　しかし、INDEXはテーブルデータを効率良く保存した実体のあるデータですので、ディスク容量も増え

ますし、作り過ぎは当然良くありません。今回のアンチパターンを見直し、INDEXを設計する際には、併

せて次のような問いかけを自分にすることも大事です。

・このテーブルは1年後、3年後、5年後、何行くらいになるだろうか

データが少ないなら INDEXは不要ですし、場合によっては後から追加することもできる。データ内容に

よって将来的に INDEXが効かなくなることが想定される場合はテーブル構造から見直す必要がある

・この INDEXは複合 INDEXでまとめる、または単一の INDEXで十分絞りこめるのではないだろうか

「不要な INDEXが多いのではないか？」「代替できる INDEXがあるのではないか？」と一度振り返ることは

インデックスショットガンを防ぐために非常に有効

・今この INDEXを張るべきか

INDEXはデータ傾向によっては活用できない可能性があるので、新規サービスなどでデータ傾向が見え

ない場合はリリース後の実際の傾向を見て判断することも大切

　最後に筆者の経験則ですが、データベースの問題にはスケールアップすることで解決されるものが多い

です。クラウドサービスが主流になりつつある昨今、スケールアップも大切な選択肢の1つです。

　INDEXを使いこなすには、先月も紹介しましたが@yoku0825さんのスライド 注Bが非常にわかりやすい

のでお勧めです。BTree INDEXにフォーカスした『SQLパフォーマンス詳解』注Cというすばらしい書籍もあ

ります（同じ内容をWeb

サイト注Dで読むこともで

きます）。

　MySQL や PostgreSQL

などのRDBMSにこだわら

ず、みなさんこの機会に

ぜひ、一読していただけ

ればと思います。

インデックスショットガン

項目 詳細
Mesure（測定） スロークエリログやDBのパフォーマンスなどをモニタリング
Explain（解析） 実行計画を見てクエリが遅くなっている原因を追求
Nominate（指名） ボトルネックの原因（インデックス未定義など）を特定

Test（試験） ボトルネック改善（インデックス追加など）を実施し、処理時間
を測定。改善後の全体的なパフォーマンスを確認

Optimize（最適化） DBパラメータの最適化を定期的に実施し、インデックスが
キャッシュメモリに載るように最適化

Rebuild（再構築） 統計情報やインデックスを定期的に再構築

 ▼表A　MENTORの原則

 注A） Bill Karwin 著、和田 卓人、和田 省二 監訳、児島 修 訳、オライリー・ジャパン発行、2013年
　　　 URL  https://www.oreilly.co.jp/books/9784873115894/
 注B） 「WHERE狙いのキー、ORDER BY狙いのキー」　 URL   https://www.slideshare.net/yoku0825/whereorder-by
 注C） Markus Winand 著／発行、松浦 隼人 訳、2015年　 URL   http://sql-performance-explained.jp
 注D）  URL   http://use-the-index-luke.com/ja/sql/preface

効かないINDEX第 回4
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　ジーワンシステムの生島です。この連載もつ
いに最終回となりました。
　「ええっ！　終わりでっか？　そろそろ本気出
して活躍しよか思てましたのに！」
　五代さんがなにやら慌てていますが、本当に
最終回なので、今回は総まとめとしてこれまで
の内容を振り返りながら、SQLにかかわるエン

SQLはもっとも簡単な 
プログラム言語である

ジニアに私がもっとも伝えたいメッセージを記
すことにします。
　1点目は「SQLはもっとも簡単なプログラム言

語である」ということです。連載第14回注1で触
れたように、普段Excelで事務作業をしている
派遣社員さんにSQLを学ばせると、3日もあれ
ば十分使いこなすようになります。これは「表形
式のデータ」を見て、探して、加工するという仕
事に日ごろから慣れているために「SQLが対象
としている世界のイメージがある」からです。
　図1のように複数の表の中の関連するデータ
の「集合」を切り出し、加工して、結果をまた別
な表にしたり、もとの表に書き戻したりという
操作をSQLなら非常に簡単にできます。この件
は本連載の第2回や第3回注2で詳しく触れてあ
ります。この種の処理を手続き型言語で書こう
とするといくつもの制御変数を使って何回もルー
プ処理を回さなければいけませんが、SQLはま
さにそのようなプログラミングを不要にするこ
とを目指して設計された言語なのです。
　「そうですね、ほんと、集合的な操作をしてる
んだという目で見るようになったら、SQLって

注1） 第14回：本誌2017年4月号。
注2） 第2回：本誌2016年4月号、第3回：2016年5月号。

生島氏
DBコンサルタント。性
能トラブルの応援のた
め大道君の会社に来た。

大道君
浪速システムズの新米
エンジニア。素直さと
ヤル気が取り柄。

五代氏
大道君の上司。プロ
ジェクトリーダーで
もある。

登
場
人
物

紹
介

  原案  生島 勘富（いくしま さだよし）  info@g1sys.co.jp  ㈱ジーワンシステム
  構成・文  開米 瑞浩（かいまい みずひろ）　  イラスト  フクモトミホ

RDBやSQLにまつわる性能問題の原因を、コードの書き方、システム設計、開発体制とさまざまな側面から検証
してきた本連載も、いよいよ今回で最終回。これまでに取り上げた内容を振り返り、要点を整理します。

APIファースト・メソッドがプログラマを救う！最終回

関連のあるデータを集めて、
加工して、
結果を作る

 A1 A2 A3 A4

 C1 C2 C3 C4

 B1 B2 B3

 ▼図1　SQLは表形式のデータ操作を簡単に行うことが可能
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実は簡単なんだということがわかるようになり
ました」と、大道君。

実はビジネスロジックもSQLの
ほうが書きやすい

　「表形式のデータ」は事務処理でもっともよく
使うデータ形式です。それを簡単に操作できる
ということは、ビジネスロジックもSQLのほう
が記述しやすいということでもあります。
　たとえば、「AかつBの場合はCの処理、Aか
つDの場合はEの処理……」のように場合分けを
して処理するケースが業務システムでは頻繁に
あります。これをストレートに実装しようとす
ると手続き型言語でif ～ then ～ elseの入
れ子を作ることになりがちですが、実はこのよ
うな処理もSQLのほうが簡単に書けることが多
いのです。
　SQLではCASE式という機能によってきめ細
かな場合分け処理を記述することができます。
この件は連載の第7回注3や第14回で詳しく触れ
ています。もちろん、ウィンドウ・システムを
操作してUIを作ることはできませんが、UIに
表示するデータを用意する処理についてはSQL

のほうが簡単に書けます。

　したがって「ビジネスロジックもSQLで書く

注3） 第7回：本誌2016年9月号。

ビジネスロジックはSQL
で書くべきである

べきである」、これがメッセージの2点目です。
ここでいうビジネスロジックとは、注文数を集
計したり料金を計算したりといった処理のこと
を言います。
　ビジネスロジックは場合分けを伴うことが多
く、SQL文が複雑化することを嫌って手続き型
言語で実装している例が非常に多いですが、極
力DB側に移してSQLで処理するように考えて
ください。それは前述のように実は簡単に書け
るということのほかに、仕様書が不要になる、
性能も上がる、これらを通じて開発／運用のコ
ストが抑えられる、といったことが理由です。

アルゴリズムを表す仕様書は不
要になる

　「仕様書が不要になる」とはどういうことで
しょう？　仕様書と言ってもいろいろあります
が、ここでいう仕様書は、「手続き型言語で実装
するためのアルゴリズムを表した文書」のことで
す。リスト1がその例で、情報処理技術者試験
でも定番のコントロールブレークと言われる処
理を自然言語で仕様書化したものですが、いか
にも「アルゴリズム」を表していることがおわか
りでしょう。「顧客数を県別に集計する」という
単純な処理ならやりたいことがそれだけで明確
なのでわざわざ自然言語でこんなものを書くこ
とはないでしょうが、実際に私が火消しに入る
現場ではこんなイメージのもっと複雑な「自然言

APIファースト・メソッドがプログラマを
救う！最終回

 仕様書（自然言語でアルゴリズムを表現）だと…… 
  1. 顧客名簿を県別にソートする
  2. $kensu （件数）をゼロクリア
  3. 以下、ループ
      3.1 $kensuを1件加算
      3.2 次行の県名が現在行と変わっているか、
        最終行ならば、
          3.2.1 現在行の県名と$kensuを出力
          3.2.2 $kensuをゼロクリア
      3.3 最終行ならばループを抜ける

 SQLで書くとたった1行 
  SELECT 県名,count(*) FROM 顧客 GROUP BY 県名;

 ▼リスト1　顧客数を県別に集計する処理
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語でアルゴリズムを書いた」仕様書をよく見かけ
ます。しかしSQLなら「アルゴリズム」を書く必
要がありません。
　「それも初めて聞いたときは意味がわかりませ
んでしたけど、よくよく考えたら、ああ、なる
ほどと思いましたね」
　「そうやね～」と、大道君と五代さんがそろっ
て言ってくれるのはうれしいです。
　通常、プログラマは図2でいう「要求」を実現
するために、それぞれの「言語」で「アルゴリズ
ム」を記述します。これがプログラムです。「プ
ログラム」を書く前に「アルゴリズム」を簡略に表
現したものを「詳細仕様書」や「プログラム仕様
書」の名前で書いている例が多いのですが、そも
そも本質的に必要なのは「要求」であってアルゴ
リズムではありません。
　その点、SQLが表しているのは「要求」です。
リスト1の最後にSQLで実装した例を載せてお
きましたが、それを図2と見比べてもらえば
「SQL文は要求を表現している」ことがわかるで
しょう。
　SQLもDBMSの内部ではループ処理に変換
されて実行されるのですが、それはDBMSが自
動的にやってくれるのでプログラマが手をかけ
る必要がありません。つまり、SQLを使うなら
図2でいう「プログラム」は不要、したがってそ
の部分を表す仕様書も不要というわけです。
　当然、仕様書を書く工数は不要になりますし、
プログラマが書くコード自体も減ってシンプル
なものになるためバグが入りにくいという意味

でも開発コストを減らすことができます。その
実例については第2回や第14回で触れています。

性能改善のためにもSQLの活用
が効果的

　加えて、要求を手続き型言語で実装する際に
頻出する「ループ」は性能を悪化させる主要因で
もあります。性能を改善するためにはループ処
理は極力DB側に閉じた世界で完結させるべき
です。その場合、リスト1のSELECT文の例で
もわかるようにSQL文の中ではループは出てき
ません。そうして手続き型言語では極力ループ
を書かず、SQL文を呼び出す回数やDB→AP

間のデータ転送量を最大限減らすことが求めら
れます。
　この件はいわゆる「ぐるぐる系」問題として連
載初期に触れました（第1注4～3回）。性能が改善
するとその分スペックの低いサーバで処理でき
るため、運用コストダウンにもなります。結局、
開発／運用の双方でコストダウンになるため「ビ
ジネスロジックはSQLで書くべき」なのです。

　しかしそんなにメリットがあるのに、実際に
十分なレベルで「ビジネスロジックまでSQLで」
書いている開発現場はあまりありません。なぜ
ないのでしょうか？　その理由の1つとしてあ
りそうなのが、SQLを理解するために必要な「集

注4） 第1回：本誌2016年3月号。

ただし熟練するには専門的
な勉強と経験が必要

要求 顧客を県別にカウントしたデータが欲しい

言語 Cの仕様、Javaの仕様、Pythonの仕様……

アルゴリズム
（プログラム） for( i=0; ; i++) { if( islast()) break; ……}

 ▼図2　アルゴリズムは要求と言語の間をつなぐもの
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合指向の考え方」が、手続き型言語を学んだとき
の感覚とギャップがあり過ぎて「よくわからん」
となってしまっているケースです。
　ほとんどの方が最初に学ぶプログラム言語は
手続き型をベースにしていて、学習の主要なテー
マはループや条件分岐という「制御構造を理解」
し、それを自分で使って「アルゴリズムを組み立
てる」ことでした。つまり、図2でいう「アルゴ
リズム」以下の部分を扱うのがプログラマの仕事
でした。C、Java、Python、Ruby、PHPなど主
要な手続き型系言語はいずれも基本的に同じし
くみの制御構造構文を持っていて、だからこそ
1つの言語を覚えれば2つめ以降を覚えるのは楽
だったはずです。しかしそれがSQLについては
通用しません。
　「そうなんですよね、実際、SQLはJavaとは
感覚が違い過ぎて、Javaの延長みたいに考えて
いる間はダメでした……」
　SQLは図2の「要求」部分を表現する言語であ
り、しかも図1のように「表形式」のデータを「集
合指向」で操作するというモデルを前提にしてい
ます。普段Excelで事務をされている人ならそ
のイメージがあるので3日で使いこなせるよう
になるのに、多くの技術者は数ヵ月以上かかっ
てもそこまで到達しない、と言ったら驚かれる
でしょうが、それが実情なのです。10年以上
SQLを扱っている技術者でも、LEFT JOINの
バグを作ったうえで「バグであるということに気
づいていない」ということもよく起こります（第
16回注5）。今までとは学ぶべきポイントが違う
ので、そこでいったんゼロから始めればいいの
ですが、頭のリセットがうまくいかずに「SQL

嫌い」になってしまう人も少なくありません。
　そうなると私の推奨と真逆の「できるだけ
SQLを使わずに処理しよう」という路線にいっ
てしまいます。具体的には、単純なSQLのみ使
う「ぐるぐる系」に走るか（第1～3回）、あるいは
O/RマッパをかましてプログラマがSQLを書

注5） 第16回：本誌2017年6月号。

かずに済ますという方向です（第15回注6）。
　O/Rマッパにまったく意味がないとは言いま
せん。SQLの言語仕様には、たとえば小さく分
割したコードを抽象化し、それを組み合わせて
全体を構築する操作を視覚的にわかりやすく表
現できないという欠点があります。そのため複
雑なSQLになると、どこからどこまでをひとか
たまりで読んだら良いのかを見分けるだけでた
いへんになり、O/Rマッパがそれを解消してく
れる面があるのは事実です。
　しかし、SQLをプログラマから隠

いんぺい

蔽してしま
うと実際にどのタイミングでどんなSQLが発行
されるかがわかりにくくなり、プログラマが意
図せず「ぐるぐる系」のSQLが出てしまうとい
う、いわゆるN＋1問題などの弊害が起きやす
くなります。RDBでの業務処理にはどうしても
「複数のテーブルから関連するデータを集めて1

つの処理をする」ようなものが多いのですが、 
O/Rマッパはこの種の仕事をするのに必要な複
雑なSQLを書くのには向いていません。その結
果、O/Rマッパに頼っていると「ぐるぐる系」の
発想からなかなか脱却できないことになりがち
です。
　やはりSQLが扱う「表の集合操作のイメージ」

注6） 第15回：本誌2017年5月号。

APIファースト・メソッドがプログラマを
救う！最終回

 ▼SQLを学ぶときはプログラミングの知識はいったん
脇に置いておこう
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を持ってSQLから逃げずに学んでいくべきで
す。そこで、「ただしSQLに熟練するには専門

的な勉強と経験が必要」これがメッセージの3点
目です。SQLそのものは簡単な言語なのですが、
けっして何の努力もなしに活用できるわけでは
ありません。

本格活用にはRDB内部のしくみ
への理解も必要

　COBOLでは言語仕様の中に簡単なインデッ
クスによってレコード単位でファイルにアクセ
スするしくみがありましたが、それに比べると
RDBのしくみははるかに複雑です。図3がその

イメージで、アプリケーションが
必要とするデータは相互に関連の
あるテーブルとしてモデル化され
ています。それに対する検索／結
合などの機能をアプリケーション
に提供するにあたってACID性が
保たれるようにロックやトランザ
クションの機能があり、それを効
率よく実行するために統計情報や
インデックスがあり、SQL文そ
のものはパーサー、オプティマイ
ザを通して実行計画に変換して実
行される、というこれらのしくみ
を理解していないと性能トラブル
はなかなか解決できません。
　たとえばインデックスも常に役
に立つわけではなく、図4のよう
に役に立たない場合もあるため、
現代のRDBは検索SQLを実行
するときに統計情報をもとに「こ
の検索ではインデックスが有益か
どうか？」を判断してインデック
スを使う／使わないを自動的に切
り替えています。
　「COBOLのファイルというの
は、OSのファイルシステムを直
接使っているようなものなんです
か？」
　「索引（インデックス）のしくみ
はあるからそこまで単純ではない
けれど、RDBに比べると単純な
のは確かだね。年配のITエンジ
ニアには、そのCOBOLの感覚の
ままでRDBのことも大きなスト

大量にヒットすると予想されるとき、元のデータが少量しかない
ときは、インデックスを使うとかえって遅くなる

大量のデータからごく一部を探すときはインデックスが有益

 ▼図4　インデックスは常に役に立つわけではない

アプリケーション

OS、ファイルシステム

CPU、メモリ、ストレージ

アプリケーションへ提供する機能

アプリケーションが必要とするデータ

実行エンジン 管理情報

検
索

結
合

挿
入

更
新

削
除
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性

パーサー データ・ディクショナリ

統計情報

インデックス

オプティマイザ

実行計画
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S

テーブル テーブル

テーブルテーブル

 ▼図3　RDBMSは高度なデータ管理機能のカタマリ
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レージぐらいにしか思っていない人もいるから
困るんやけれど……」
　COBOLの時代と違ってDBMS自体がインテ
リジェントに判断をして実行計画を組んでくれ
るのでプログラマにとっては楽な反面、性能ト
ラブルを解決するときにはこれらの知識を持っ
て実行計画を確認する必要があります。ときに
はCPU、メモリ、ストレージの速度差というレ
ベルまで考えることもあるぐらいで（第13

回注7）、これらを理解していないと、RDBを使っ
ているのに「JOINは禁止」といった妙なルールを
作ってしまうこともあります（第10、17回注8）。
SQLを本格活用するためにはRDB内部のしく
みも含めて勉強していかなければなりません。
問い合わせ言語であるSQLそのものは簡単な言
語なのですが、それを活かして開発／運用コス
トダウンを実現するには、RDBを熟知したエン
ジニアを確保するという壁があるのです。
　「そこなんですわ、ビジネスロジックもSQL

で書くほうがえぇ、と言われて理屈としては理
解できても、たとえばプロジェクトマネジャー
や経営者のレベルでそれを聞いても自分がやれ
るわけじゃないからね……実際に現場で手足を
動かすエンジニアにRDBを熟知した人間がおら
んと、今までのやり方を変えるのはなかなか踏
み切れへんでしょうね」と、五代さん。
　「そんな人材をどう確保するかですが、内部で
育成しようという意思はありますよね？」
　「もちろんですとも！　だから生島さんにお願
いしているわけで！」

　「RDBを熟知したエンジニアがいない」という
壁を解消するためにお勧めしたいのが、「DB担

当とAP担当を分離したAPIファースト・メソッ

ドでの開発体制」をとること（第9回注9）。これが

注7） 第13回：本誌2017年3月号。
注8） 第10回：本誌2016年12月号、第17回：2017年7月号。
注9） 第9回：2016年11月号。

担当を分けてAPIファース
ト・メソッドで開発を！

4点目、最後のメッセージです。
　ストアドプロシージャやファンクションによ
りDBからAP側に提供する「API」をまず作り、
AP側は生のSQLを発行するのをやめて、その
APIだけを使ってDBにアクセスします。ビジ
ネスロジックの大半はDB側に移してAP担当は
UIに専念し、DB担当は逆にDBに専念する形
で担当範囲を切り分けるわけです。この場合の
DB担当は最初からRDBについての十分な知識
経験を持っていなくてもかまいません。大道君
がそうであったように、「いつでも意見を聞け
る、教えてもらえる相談役」が身近にいれば、い
つもDBのことを考えているわけですから内部
のしくみへの理解も短期間で深めていくことが
できます。
　「実際、今はAPIファーストのDB担当として
やらせてもらってますけど、生島さんのおかげ
で1年前に比べるとすごく自信がつきました！」
　「私もそう思いますわ！」と五代さん。
　さらにこの方式はアジャイル向きでもあり、
スタブAPIをまず用意して仕様が変わりやすい
UI部分を先行させ、UIが固まった時点でテー
ブル設計をしてスタブを実DBに切り替えるこ
とが可能です。当社では15年前から採用してい
る方式で実績もあります。あなたの会社でも、
APIファースト・メソッドを試してみませんか？
｢

APIファースト・メソッドがプログラマを
救う！最終回

 ▼「DBに専念 ＆ 相談役」で、若手を短期間でDBエン
ジニアに育成
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仮想化の知識、再点検しませんか？

使って考える仮想化技術

　連載後半「仮想ネットワーク環境で使ってみ
よう～現実的な使い方」の9回目。連載の最終
回です。
　前回（本誌2017年7月号）は仮想環境の運用
管理の具体的な実装例として、一般的な利用者
管理APIのWebブラウザやセキュリティツー
ルでWebサーバと仮想環境運用管理インフラ
を経由して、仮想マシンの利用部門（利用者）が
リモート運用管理することを考えてみました。
　今回は本連載のまとめとして、これまでの仮
想マシン利用者によるリモート運用管理の実装
例を使って、本格的な仮想環境を構築する場合
にさらに必要な周辺機能、および、その具体的
な仮想環境の応用事例について考えてみます。

本格的な仮想環境構築の 
ための機能要件

　大規模仮想環境では、相応の製品パッケージ
でリモート運用管理を含めたネットワーク管理
を行うことになります。しかし、そうした製品
パッケージはあまりにも機能がありすぎて、中
小規模の仮想環境にとっては不要な機能が多く、
使い勝手が悪くなります。
　中小規模では最低限の運用管理機能があれば
よいのですが、本連載で解説してきた実装例は、
あくまでも稼働する最低限の機能を解説したも
のです。運用管理のために最低限必要なトラブ
ルシュートのためのツール、事前対策、事後対

策、運用監視などについては言及していません。
　たとえば、仮想環境のバックアップが一例で
す。これには第13回（本誌2017年6月号）で説
明した、マイグレーションやスナップショット
などの仮想マシン障害対策機能、あるいは、仮
想環境運用管理インフラのツールであるvirt-

install/virsh/virt-managerを直接利用する、な
どでできます。運用監視には、一般のネットワー
ク監視ツール注1などを使うことも考えられます。
　また、おおもとの仮想環境、具体的にはOS

と仮想環境、を作ることも自動化すれば、さら
に一般利用者のための仮想環境の利用・運用管
理が効率的になります。
　本連載で紹介してきた実装例はそうした「一
般利用者が可能な限り運用管理に参画するた
めの」実装の一部分ですが、この実装例をもと
にすれば「完成形」を作ることが可能になりま
す注2。

応用事例の形態と具体例

　利用部門によるリモート運用管理を適用する、
あるいは、それに適した仮想環境ネットワーク
の、一般的な利用形態や具体的な応用事例を考
えてみましょう。

注1） （一般製品）PATROLCLARICE、PRTG
 （フリー）MRTG、RRDtool、nagios、Hinemos、ZABBIX

注2） 参考：完全自動化仮想環境
 http://www.network-mentor.com/vCenter.html
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利用者リモート運用管理を適用した仮想環境
最終回

となります。そのため、接続元の IPアドレス
が対応する仮想マシンへ接続を許可する、pre

ルーティング処理（本誌2017年7月号の第14

回で解説）が必要となります。

利用形態のタイプと必要条件

　本連載のような利用者部門によるリモート運
用管理を適用した仮想環境マシン／ネットワー
クが実利用されている具体的な応用事例として
は、以下に挙げるようなものがあります。

一般公開サーバとしての利用
　Webサーバやメールサーバなどインターネッ
ト公開サーバとしての利用です。
　一般の物理サーバと同じように、専用管理部
門の管理となります。管理者のリモート運用管
理接続は管理者限定セキュリティとなります。

専用サーバとしての利用
　部門・組織など、あるいは、データベースの
サーバとして、特定の利用者、利用部門が専用
利用する場合です（図2）。
　組織外からの接続には制限が必要で、管理接

利用形態のタイプと必要条件

　仮想マシンの一般のネットワーク利用は、通
常の物理システムと同様に、マルチユーザモー
ドでの利用です。ただし、この一般利用では、
利用者を限定するかどうかで2つの利用が考え
られます。その2つとは、パブリックサーバ利
用と個別利用です（図1）。そのため、ファイア
ウォールでその制限フィルタ（利用者限定接続）
を行わなければならないなど、追加設定が必要
な場合もあります。

パブリックサーバ利用
　仮想マシンを一般のクライアント－サーバ形
式で接続を受け付けるための、ネットワークサー
バとしての利用です。この場合には、すべての
着信を許可します。

個別利用
　仮想マシンをたとえば、BYOD注3用システム
として利用する場合で、1対1の個別制限接続

注3） Bring Your Own Device：企業のクライアント端末として
私物PCやスマートフォン、タブレットなどを利用すること。

 ▼図1　仮想マシンの一般利用の形態
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仮想化の知識、再点検しませんか？

使って考える仮想化技術

続は当該組織限定です。

一時的システムとしての利用
　開発部門など、一定期間、特定のOSやアプ
リケーションなどを構築してソフトウェア開発
やテストなどを行う場合です（図3）。また、教育・
講習など、同様に一定期間、特定のOSやアプ
リケーションなどのインフラを構築して教育や
講習を行う場合です（図4）。
　いずれの場合も、その利用期間が終わればシ
ステムを削除して消し去ります。なお、管理接
続は当該部門の技術者に限定します。

クライアントとしての利用
　通常の社内クライアントシステムとして利用

する場合ですが、BYODを利用した社員の社
内システムとして利用することなども実際に行
われています（図5）。この場合の管理・利用接
続は利用者に限定します。

リモート運用管理のための 
特殊な接続

　一般にリモート運用管理は、社内、サイト内
に閉じた内部で行われることが多いのですが、
社外からインターネット経由で仮想環境にアク
セスすることも考えられます（図6）。
　こうした場合、通常は、ルータ経由で直接物
理ホストへアクセスすることになるかもしれま
せん。このとき、セキュリティとしては発信
IPアドレスやプロトコル（SSH/TCPやSSL/

TCPや IPsecなど）、ユーザ／パスワード、双
方向証明などがそのフィルタ要件となります。
　セキュリティ強化のためには、さらに、コー
ルバック／逆接続（物理ホスト側から管理端末

 ▼図2　部門サーバ

 ▼図4　教育・講習

 ▼図5　個人利用

 ▼図3　開発・テスト
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サービス登録しておくことも重要なポイントです。

連載のおわりに

　約1年半にわたって中小規模を対象とした仮
想ネットワーク環境の利用・運用についてお話
ししてきました。
　大規模仮想環境ネットワークとは異なり、中
小規模仮想環境ネットワークでは、さまざまな
「リソース制限」が付きまといます。そのため、「リ
ソースの効率的な利用」が必須です。大規模サ
イズ向けのベンダー製品はタスキに長し、フリー
ツールは帯に短し、であり、そのネットワーク
に適したカスタマイズをしにくい面があります。
　本連載でお話した内容は、求められる全体シ
ステムの「フレームの節々」だけですが、骨格や
肉付けなど「関連ツールや見栄え、利用しやすさ」
を適宜「付け加えながら」、よりそのネットワー
クに適した「完成形」をつくることが可能です。
　本連載はここで終わりますが、完成形に向け
ての骨格や肉付けの具体的な実装を、いろいろ
な場で紹介していきたいと思っています。s

へ逆に接続する）などの接続形態に変更するこ
とも1つの方法です。この場合、物理ホストか
ら直接逆接続するのではなく、社内のシステム
経由でリモートの管理端末を中継接続するとよ
りセキュアです。管理端末を確実に特定できる
からです。
　あるいは、社内の別のシステム経由で間接的
に物理ホストへアクセスする方法もあります。
Hyper-VやESXiなどのように、管理端末が物
理ホスト以外でなければならず、かつ、ルータ
経由でのポート転送が複雑な場合です（Hyper-V

の場合、Hyper-Vマネージャー以外にもサード
パーティ製の特殊な管理ソフトウェアもありま
すが）。
　中継システムを使ういずれの場合も、リモー
トの管理端末から逆接続可能にするわけですが、
その接続が切断された場合（二度と逆接続でき
なくなるので）、keep-alive（切断を感知するし
くみ）を使って再接続するしくみが必要になり
ます。そのシステムがWindowsであろうと、
UNIX/Linuxであろうと、ユーザがログイン／
ログオンせずにkeep-alive再接続できるように

 ▼図6　リモート運用管理のための特殊な接続

物理ホスト
中継システム

仮想端末
（マウス、
キーボード）

仮想
マシン

仮想
マシン

仮想
マシン

運用管理端末

リモート運用管理

逆接続
●中継システム：外部からの接続を物理ホストへ中継・転送する
●仮想端末：VNCやリモートデスクトップなど
●コールバックシステム：外部からの接続を受け、いったん切断後、
コールバックシステム側から逆呼び出し接続してアクセスを受け付ける

仮
想
環
境

コール
バック
システム

社内ネットワーク
インターネット
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コミュニティメンバーが伝える
Androidで広がるエンジニアの愉しみ

今年も 
  Google I/Oが開催

　Googleが毎年開催している「Google I/O」が
今年も5月17～19日に開催されました。これは、
Googleの技術に関する開発者のためのイベン
トです。米国Google本社近くのマウンテン
ビューに世界80ヵ国以上から7,000人を超える
Google技術者たちが集まり、熱狂の3日間を
過ごしました。今回は本イベントに参加した筆
者からの現地レポートをお届けします（写真1）。
　Google I/Oでは、Androidに限らず、クラウ
ドからAIまで、さまざまなGoogleの技術やプ
ロダクトが発表されます。そこで発表したてほ

4

やほや
4 4 4

の、まだ誰も試していない最新技術と最
新情報を使うことができます。まだ誰も創り出
したことがないプログラムをコーディングし、

そして誰よりも先に動かすことができます。そ
こから発生する新しいイノベーションの夢を見
つつ、集まった多くの開発者がチャレンジを始
めます。これが熱気となります。しかし、事前
情報がない技術は一筋縄では動きません。その
た め、Google I/Oで は 多 く の Google社 員
（Googlerと呼びます）がいて、直接質問し、情
報を聞く貴重な場も用意されています。今年の
Googleの技術動向を知るイベントと言っても
過言ではないでしょう。

注目される発表とAI

　Android開発者目線で注目すべき発表は
「KotlinのAndroid正式サポート」「TensorFlow 

Liteの登場」「Tangoの VPS」「DayDream 2.0

ユーフラテス」など多数ありました。しかし、
イベントを通した最大のテーマは「AI」です。
Googleが向かうのは「モバイルファーストから
AIファーストへ」（今回のキャッチコピー）であ
り、膨大な利用者の情報をもとに、Googleのサー
ビスやプロダクトにAIを活用して進化させる
という強いメッセージでした。
　AIに関しては日本に関連するネタがたくさ
んありました。1つは基調講演で話題になった「た
こ焼き」です（写真2）。日本語がわからない旅
行者が「たこ焼き」の看板を見つけたとき、
Androidのカメラを通して画像検索することで、

第17回 AIファーストでAndroidはどうなる? Google I/O現地レポート

presented by 
Japan Android Group

http://www.
android-group.jp/

コミュニティメンバーが伝える
Androidで広がる
  エンジニアの愉しみ

嶋 是一（しま よしかず）
NPO法人日本Androidの会 
理事長

堀田 ほつた（ほった ほつた）
日本Androidの会 学生部

Androidは世界で出荷される約9割のスマートフォンに搭載される標準OS
です※。そのため、多くのAndroidアプリが開発され続けており、そして多
くのエンジニアが活躍しています。Androidで広がる新しい技術に魅了さ
れたエンジニアが集うコミュニティもあり、そこでは自分が愉しむための技
術を見つけては発信しています。その技術の一幕をここで紹介します。

※Gartner  Worldwide Smartphone Sales to End Users by Operating System in 3Q16

 ▼写真1　Google I/O Keynoteの様子

http://www.android-group.jp/
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です。これは、事
前に多くの人にラ
ジオ体操を行って
もらい、その加速
度センサーの値を
大量に機械学習さ
せ、できた学習モ
デ ル を 用 い て
Android端末上で
TensorFlowを用いて採点させるというもの。
Google Japanの登壇者が海外の壇上でラジオ
体操を踊りだすという前代未聞のショーにより、
会場から拍手が湧き上がっていました（写真4）。

TensorFlow Lite

　「TensorFlow」は、Googleが提供している機
械学習のためのオープンソースのソフトウェア
です。このツールは、PCやクラウド上に構築
して利用するのが一般的です。今回Google  

I/Oで発表したのは「TensorFlow Lite」であ
り、これはAndroid端末やRaspberry Pi上で
TensorFlowを動作させることができます。つ
まりネットワークと接続していなくても、
TensorFlowで作成した学習モデルを端末上で
オフラインのまま利用できるようになります。
これにより、さまざまなアプリの中でAIの技
術を活用することができるようになりました（ま
だ発表したてで、ほとんど誰も作っていません
が）。Android上には、このモデルが動作する

どのような食べ物かを対話で表示してくれると
いうものです。AIの活用事例としての紹介で
したが、日本人の間では「たこ焼き6個130円」
を見て「それは安すぎるだろう」という話題で盛
り上がっていたのは余談です。
　この技術はGoogle AssistantというGoogle

のサービスを用いており、Googleアプリ（旧
Google Now、ホームキー長押しで起動するア
プリ）を通して利用できます注１。このAssistant

をGoogleアプリから音声入力で利用し、航空
チケットを予約するような対話サービスや、音
声入力からアプリケーションを起動させて利用
するしくみを「Actions on Google」で開発でき
ます注２。実際に対話はこのActions on Google

を通して、api.aiかActions SDKの対話機能を
用いて構築します。ポイントはこのようなサー
ビスを、我々でも開発可能であるという点です。
なお、Google Assistant対応のデバイス「Google 

Home」が参加者全員に配布されました（写真3）。
参加者への全プレ（おみやげ）もGoogle I/Oの
特徴の1つです。
　AIのもう1つの日本ネタは「ラジオ体操」です。
「毎朝体操注３」というアプリは手に持ったスマー
トフォンの加速度センサーの値により、どれだ
け上手に体操ができたかを採点するというもの

注１） 利用可能な端末は一部です。最新端末でも順次アップデー
トが行われており、完了できしだい日本語の利用が可能と
なります。

注２） Actions on Googleはこちらから開発可能。
 https://developers.google.com/actions/

注３） http://maiasa.jp/

 ▼写真3　Google Home
　　　（提供：Google）

 ▼写真4　ラジオ体操

 ▼写真2　たこ焼きとAI

https://developers.google.com/actions/
http://maiasa.jp/
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ための「Android NN API（NNはニューラルネッ
トワーク）」層が搭載される予定です（図1）。
　実は本誌2017年2月号の本連載「第13回 ス
マートフォンと人工知能がつながる未来」で、
TensorFlowの端末実行について取り組んだ、
古川新氏自身が寄稿した記事がありました。こ
れと同等の取り組みがGoogleから公式な手法
として発表されたことになります。メーカー含
めて世の中的には、独自の取り組みがAndroid

公式版としてリリースされることはよくあるこ
とです（Googleの上書きと呼ばれています）。

Kotlinの発表

　Google I/Oの中で最もAndroid開発者を熱
狂させたのが、モダンな開発言語である「Kotlin」
のAndroid正式サポートでした（写真4）。
　Androidのアプリケーション開発はJava SE

で行います。しかし、Javaは世の中に出て約
20年経ち、Android SDKが出て10年経ってい
ます。その間、開発しやすくコーディング量を
抑える工夫がされた、モダンな言語が多数発表
されています。とくに iOSについては、Objec 

tive-CからSwiftへの移行が3年前に発表され
ており、より新しい言語で開発できるようになっ
ています。スマートフォンのアプリ開発者は、
Android向けと iOS向けの双方を開発すること
がどうしても多くなります。そういう意味でも、

Androidは古きに取り残された状態だったのが、
ここにきてKotlinのサポートに動いたことが、
遅れを取り戻すものとして好意的に受け入れら
れました。
　また、このKotlinの開発元のJetBrains社は
Android Studio（AS）の開発をしており、AS 3.0

でのKotlinのサポートと、すでに動作するAS 

3.0 Canary版注４（味見版）をいち早く発表して
います。
　会場でのASデモストレーションで来場者を
驚かせたのが、Java編集ウィンドウにあった
Javaソースをコピーし、Kotlin編集ウィンド
ウへペースト操作すると、なんとJavaソース
がKotlinに変換されてペーストされる、とい
うものでした。それほどにKotlinとJava SE

は好相性です。それもそのはず、KotlinもJava 

SEも実行するには「Javaバイトコード」に変換
されます。Androidフレームワークから見れば、
上でアプリがKotlinで書かれていようが、Java

で書かれていようが変わりがありません。その
ため、安定して動作します。まだKotlinに関
する日本語情報が少ない中、日本Kotlinユー
ザグループから「Kotlin助走読本注５」という読
み物が日本語で公開されています。

セッション、サンドボックス、 
オフィスアワー、コードラボ

　Google I/Oは、大きく4つから構成されてお

注４） https://androidstudio.googleblog.com/2017/05/
android-studio-30-canary-2-is-now.html

注５） https: / /dr ive.google.com/f i le /d/0Bylpznm149-
gTGRjOFRkWm9PODg/view

TensorFlow 
Lite

 ▼写真4　 Kotlin正式サポート発表の瞬間（両手を上
げて拍手喝采。まさに熱狂の瞬間）

 ▼図1　TensorFlow Lite

Android NN HAL

DSP GPU CPU …

Android NN API

Mobile App

TensorFlow Lite

https://androidstudio.googleblog.com/2017/05/android-studio-30-canary-2-is-now.html
https://drive.google.com/file/d/0Bylpznm149-gTGRjOFRkWm9PODg/view
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り、現地に行くべき理由を紹介します。
　1つは講演形式となっている「セッション」で
す。155を超える技術セッションはすべて中継
されており、YouTubeで閲覧できます注６。その
ためセッションだけ聞くのならば、現地に行か
なくても済みます。しかし現地に行くとわかる
のが、セッションの人気具合や開発者の熱狂ぶ
りです。これらを共感すると、自分の「作るぞ
スイッチ」または「その技術を使ってみたいぞス
イッチ」が入りまくります。
　もう1つが「サンドボックス」です。これは技
術のテーマを絞って展示を行っているドーム型
のブースです。ここではセッションで紹介され
た最新技術を使った展示も多く、新技術が目の
前で動いるのを体験すると、自分にも作れそう
だと思ってしまうのがおもしろいところです。
　そして「オフィスアワー」。これはテーマごと
に100以上のブースが用意されており、そこで
Googlerと1対1で質問や会話ができる場です。
まさに現地でしか聞くことができない、その技
術を創り出した人の思いや考え方を聞き出すこ
とも可能です。
　最後に、自分でコーディングの学習ができる
「コードラボ」です。今年は85テーマにもおよび、
中には完了するとRaspberry PiにAndroid 

Thingsが搭載されたキットがもらえるテーマ
もあり、学習意欲を掻き立てます。

Google I/Oに参加して

　このイベントは、参加するための倍率の高さ
が有名です。今年は運良く筆者も当選したので
現地の「熱狂」を体験できました。現地の
Googlerと接することで、自分の開発意欲と技
術興味が湧いてきます。この経験が何よりの糧
となるため、やはり現地に行くことの大切さを
知ることとなりました。s

注６） https://events.google.com/io/

  

モバイルWeb技術「PWA」について
文●堀田ほつた

COLUMN

　運良くGoogle I/Oアカデミック枠で当選し、英語
嫌いで中学英語くらいしかわからず、海外に行くわけ
がないと思っていた大学生の自分が、日本Androidの
会 学生部としてGoogle I/Oに初参加しました。
　AndroidのみならずAMP（Accelerated Mobile 
Pages）やPWA（Progressive Web Apps）といったモバ
イルWeb技術の紹介がGoogle I/Oで積極的に行われ
ていました。筆者はこれらに興味を持ち、現地セッショ
ンに参加しました。
　AMPとは、Webページを高速に表示するオープン
ソースプロジェクトのことです。AMPページは平均1
秒未満で表示され、データ量は10分の1となり、ユー
ザ体験が飛躍的に向上します。PWAとは、簡単に言
えばモバイルWebをアプリ化する技術です。PWA対
応Webページを表示し、ブラウザのメニューに出て
くる「ホーム画面に追加」を行うと、まるでネイティブ
アプリのようにインストールできるのです。PWAの
代表的な例は、2017年4月にリリースされたTwitter 
Liteです。Android版Twitterアプリが23MBのところ、
Twitter Liteはわずか0.6MBで主要な機能が使えます。
インドなどの新興国では、インターネット通信が給料
と比べて割高で、データ通信量を抑えることが望まれ
ています。また、低価格スマホは空き容量が少ないた
め、サイズが大きいアプリはインストールしにくいと
いう事情があります。そういった国を中心にAMPや
PWAを導入したサービスが爆発的に普及しています。
Androidに限らず、AMPやPWAといった技術をぜひ
ともみなさんにも知ってほしいと思います。
　自分は現地に行ったものの英語力不足で、質問やほ
かの参加者とうまく交流ができなかったのが本当に悔
しい限りでした。しかし、現地に行ったからこそ英語
ができないことを痛感し、英語の勉強をしたい、開発
をしたいという思いが心の中で高まってきました。
Google I/OでプレゼントされたGCP利用料700ドル
クーポンと、共感したAMPやPWA技術を活用した世
の中に役立つようなアプリを作ってみたいと思います。
　日本Androidの会 学生部は、Androidに限らず開
発意欲のある学生が集まるコミュニティです。
Androidに縛られないコミュニティとして活動してい
ますが、Androidにかかわる開発で活動することが多
いです。直近では、学生限定で、メイドさんと学ぶ初
心者Android勉強会を2017年7月29日（土）に開催す
る予定です。いつでも入部大歓迎です。Androidに限
らず、開発意欲のある学生をお待ちしています !（http://
student.android-group.jp/）

https://events.google.com/io/
http://student.android-group.jp/
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VimはUNIX的

　VimはUNIX向けのツールとうまく連携する
テキストエディタです。:makeや:grepだけで
なく外部コマンドをうまく使いこなすことがで
きるようになれば、テキスト編集テクニックの
幅が広がります。今回はVimから外部コマンド
を便利に使う方法を紹介したいと思います。

まずは基本的なお話

　プログラムは一般的に、標準入力ストリーム
と標準出力ストリーム、標準エラーストリーム
を扱えます（図1）。標準入力ストリームとは、次
のように別のコマンドやファイル、端末（画面）
といった物から出力された内容を読み込むため
の入力機能（ストリーム）を意味します。

$ ls | my-command

またそのプログラムも別のコマンドやファイル、
端末へストリームとして出力できます。

$ my-command | grep foo

　この場合、my-commandから出力された標準
出力ストリームがgrepコマンドの標準入力スト
リームに流し込まれ、grepコマンドは標準入力
ストリームから fooという文字列にマッチした
行を見つけて標準出力ストリームである端末に
書き出します。パイプでつなげられた各プログ
ラムが入力を読みつつ出力するので、一連のコ
マンドの処理は並列に行われます。

Vimから
外部コマンドを使う

外部コマンドを起動する

　Vimから外部コマンドを起動するには、次の
ように!コマンドを使います。

:!my-command -f config.json

　たとえば、プロジェクトフォルダに置かれた
テストデータ更新用スクリプトを実行するといっ
た場合に便利です。
　コマンド部分に%を使うことで、外部コマン

 ▼図1　ストリーム

標準入力
ストリーム プログラム

標準出力
ストリーム

標準エラー
ストリーム

一歩進んだ使い方
のため

のイロハ

外部コマンドを便利に使おう

　Vimには、外部のコマンドと連携してさらに強力な機能を実現するしくみが備わっています。今回は標準入
力の読み込み、標準出力への書き出し、フィルタ、ソートの方法、独自コマンドの作り方を解説し、より高
度な編集術を身につけます。

mattn
twitter:@mattn_jp

第 回20
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は、Windowsでは少し違う動作をします。書式
は異なりますが、次で同様の結果を得られます。

:r!date /T<NL>-join

コマンドの標準入力に書き込む

　標準入力を読み込むコマンドに編集中のテキ
ストを書き込むには、:w !コマンドを使います。

:wｽ!my-command

　注意しないといけないのは、:wと!の間にス
ペース（ｽ）が必要ということです。スペースを入
れずに :w!my-commandと実行すると、my-

commandというファイルができてしまいます。
　筆者がよく使うのは、Vimでメールの本文を
書きながら外部コマンドで送信する方法です。

メールの本文を記入したら次のように実行します。

:w !sendmail -t

　Windowsの場合はmsmtpというコマンドを使
うことができます。メールのFrom/Toから送信
元や宛先が判定されるので、よく確認してから
実行してください。

フィルタ

　編集中のバッファ内容を外部コマンドの標準
入力に書き出し、外部コマンドから出力された
テキストでバッファ全体を置き換えます。たと
えば編集中のファイルに行番号を付けたいので
あれば、行番号を付与するコマンドnlを使って
次を実行します。

:%!nl

　また、ビジュアル選択した部分だけにフィル
タを実行することもできます。この場合は行単
位の選択（ラインワイズ選択）でなければなりま

From: me@example.com
To: you@example.com

Do you love Vim?

ドに編集中のファイル名を引き渡すことができ
ます。たとえば編集中のファイル名のバックアッ
プを作るのであれば、次のように実行します。

:!cp % %.bak

　編集を始めてからまだ:wを実行していないの
であれば、ファイルには変更を行う前の内容が
保存されています。Vimで変更を始めてしまっ
たけれど、保存する前に最後の状態をバックアッ
プしておきたいといった場合に便利です。
　gitコマンドを使うこともできます。筆者は
Vimからgit連携を行うプラグインを使用してい
ません。Vimからコミットを行う場合は次のよ
うに実行しています。

:!git commit -a -m "update README.md"

　!コマンドを実行すると、Vimは起動したコ
マンドの終了を待ちます。プログラムを止めた
い場合は　　 -cをタイプします。Windowsに
限ってプログラムの終了を待たない実行方法が
用意されており、:!startで起動できます。

:!start notepad %

外部コマンドの標準出力を読み込む

　外部コマンドの標準出力を読み込むには:r!

コマンドを使います。たとえば、カレントディ
レクトリのファイル一覧を編集中のバッファに
読み込む場合は次を実行します。

:r!ls

　:r!コマンドでは、現在いる行の次の行から
テキストが足されます。行の途中でコマンドの
出力を取り込みたい場合には適しません。コマ
ンドの処理結果を現在の行の末尾に付け足した
い場合には、次のように実行します。

:r!date<NL>-join

　<NL>は　　 -v 　　 -jをタイプして挿入し
ます（^@と表示されます）。なおdateコマンド

Ctrl

Ctrl Ctrl

外部コマンドを便利に使おう
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　また逆に、先頭がAやTheで始まる行を並び
替えるには、:sort /^\(A \|The \).*$/ r
のように、行をマッチさせるパターンを書いて
rフラグを付けます。この際マッチしなかった
行は、並べ替えられない状態で先頭に移動しま
す。:sortはかなり強力なコマンドですので、
ぜひマスタしてみてください。

キャラクタワイズでフィルタを使いたい

　先に説明したとおり、キャラクタワイズ選択
ではフィルタが期待したとおりに動作しません。
しかしながらそうしたい場合もありますので、
その際のテクニックを紹介します。
　キャラクタワイズ選択にて、選択されている
テキストをいったんヤンク（コピー）してしまい、
そのテキストを外部コマンドに渡し、その結果
で選択していた部分を置き換えるということを
行います。
　たとえば選択したテキストを大阪弁に変換し
たいとします。大阪弁への変換は、筆者作の
osaka 注1を使います。インストール方法などは
README.mdを参照してください。現在入力さ
れているテキストを次のとおりとします。

ABBA
The Beatles
Duran Duran
The Rolling Stones
Styx

今日は金曜日です。残業かもしれません。少し遅れます。

せん。後述のためにも説明すると、ビジュアル
選択モードには3つの選択方法があります（表

1）。フィルタで実行可能なのはこのうちライン
ワイズだけになります。ほかの選択モードで実
行しても開始行と終了行を使ったラインワイズ
と同じ結果となり、選択部分が外部コマンドの
出力結果で置き換えられます。

ソート

　フィルタの応用例です。テキストの中に書か
れた行をソートするには次を実行します。

:%!sort

　数値で始まる行を並べ替えるのであれば-nオ
プションを付与します。ソートしたあとに重複
行を除去するのであれば、外部コマンドのuniq

を使います。

:%!sort | uniq

　ただし最近のVimであれば、内部コマンド
に:sortが用意されています。あまり知られて
いませんが、実はこの:sortはすごい機能をた
くさん持っています。:sortコマンドのオプショ
ンは表2のとおりです。範囲が指定されない場
合はファイル全体をソートします。
　また:sortコマンドはパターンを取ることが
できます。パターンにマッチした部分以降で並
べ替えが行われます。

　このテキストで:sort /^\(A |The \)*/を
実行すると、先頭のAやTheが抜かれた部分だ
けでソートされます。

ABBA
Duran Duran
The Beatles
The Rolling Stones
Styx

名前 説明 開始キー
キャラクタワイズ 文字選択 v

ラインワイズ 行選択 V

ブロックワイズ 矩形選択 　　   -vCtrl

 ▼表1　ビジュアル選択モードの種類

コマンド オプション
:sort! 逆順で並べ替え
:sort i 大文字小文字を無視
:sort n 行が数字で始まる場合は数字として並べ替え
:sort f 行が浮動小数点であるとして並べ替え
:sort x 16進数として並べ替え（0xはなくても良い）
:sort o 8進数として並べ替え
:sort b 2進数として並べ替え
:sort u 並べ替え後uniq（重複除去）を実行

 ▼表2　内部コマンド:sortの機能

注1）  URL   https://github.com/mattn/osaka

https://github.com/mattn/osaka
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と書かれたテキストの「21 June 2017」を「2017/ 

06/21」に変換するには、リスト2のようにUNIX

のdateコマンドを使ってマップを作ります。date
コマンドは必ず改行コードを出力するので、
substitute関数で最後の改行を取り去っていま
す。このコマンドには注意点があります。無名
レジスタ"を使うのでヤンクしていたはずのテ
キストが書き換わってしまいます。回避方法に
ついてはまた別の号で紹介したいと思います。
この手法を使えば、外部コマンドを使っていろ
いろなテキスト変換が行えるようになります。

◆　◆　◆
　今回はVimから外部コマンドを使う場合の基
礎と、外部コマンドを使った独自フィルタを作っ
てみました。外部コマンドを使うことで、Vim

だけでは実現できない高度な編集を行えます。
ぜひ独自のコマンドを作ってみてください。ﾟ

　この「残業かもしれません。少し遅
れます。」をキャラクタワイズ選択して
いるとします。外部コマンドにテキス
トを渡すために一度ヤンク（y）してしまいます。
ヤンクすると無名レジスタ"に格納されるので、
置換を行うためにgvで前回の選択状態に戻しま
す。さらにcをタイプして変更モードに移行し、
続いて　　 -r =をタイプして式挿入を行いま
す。ここで先ほど得たレジスタの値を使います。
Vim scriptに外部コマンドを実行する関数
systemが用意されていますので、次のようにレ
ジスタの内容を使って実行します。

=system('osaka', @")

　これを実行するとテキストが次のように変換
されるはずです。

　手数が多いのでマップにしてみます（リスト

1）。テキストを選択し,osakaをタイプすると
大阪弁に変換されます。別の例ですと、

Ctrl

今日は金曜日です。残業かもしれまへん。ちびっと遅
れまんねん。

今日は 21 June 2017 です。

 ▼リスト1　標準語を関西弁に変換するマップ

vnoremap ,osaka ygvc<c-r>=system('osaka', @")<cr><esc>

 ▼リスト2　日付の書式を変換するマップ

vnoremap <leader>D ygvc<c-r>=substitute(ｭ
 system('date --date=' . shellescape(@")ｭ
 . ' +"%Y/%m/%d"'),"\n","","g")<cr><esc>

　/etcの下にある設定ファイル等を調査している

と、ちょっと中身を見るだけのためにVimを起動

してみたものの、ガッツリと編集してしまい、あ

とから権限のないファイルであったことに気付い

て :wで書くことができず、致し方なく権限のある

フォルダに一時的に保存して凌いだ、なんて経験

のある方もいるかと思います。

　そんな場合も、UNIXのコマンドを組み合わせる

ことで解決できます。

:w !sudo tee %

　Vimは%を現在のファイル名（例：/etc/hosts）に

置き換え、バッファの内容を sudo tee /etc/hosts

の標準入力ストリームに書き出します。sudoコマ

ンドは権限を昇格したあとに、teeコマンドを実行

して標準入力ストリームを読み、与えられたファ

イル名に書き出します。これを簡単に実行できる

sudo.vimというプラグインも存在しますが、今後

のためにもこの方法を覚えておくと良いでしょう。

権限のないファイルを更新

外部コマンドを便利に使おう

第 回20
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新ハードウェア紹介に 
終始したキーノート

　今回は久しぶりに新ハードウェアがどっさり
と発表されました。それも2時間30分超えの
キーノートの大半の時間を使って。新OSもつ
つがなく発表されたとはいえ、iOS 11はとに
かくmacOSはHigh Sierraとは、あまり新しそ
うに見えません。
　とは言っても現行MacはCPUがKaby Lake

にアップデートされただけのように見えますし、
iMac ProもHomePodも発売開始は今年末であ
り、その意味で真の新製品は iPad Pro 10.5と
いうことになるでしょう。筆者も1台入手しま
した（写真1）。
　なぜAppleはこれらの新製品発表の場として
Special EventではなくWWDCを選んだので

しょう？――ほかの誰よりも開発者達がそれを
欲していた、というのが筆者の読みです。とく
に iPad Pro 10.5は、よりMac寄りに近づくこ
とが確定的になった iOS11 for iPadのレファ
レンス・マシンとしての役割を担っています。
ドラッグ＆ドロップ可能なマルチタスク画面に
Dockまで。iPadはコンテンツを消費するデバ
イスからコンテンツを制作するデバイスへとい
う流れをより鮮明化させてきました。これで
Xcode for iPadがあれば、Macフリーなエコシ
ステムができあがるようにすら見えるほど。

本番は「プラットフォー
ム一般教書演説」

　むしろWWDCとしての本番は、Platforms 

State of the Union注1でした。ベタな直訳で「プ
ラットフォーム一般教書演説」。機械学習API

であるMLKitと拡張現実API

であるARKitは他社の後追いの
ようにも感じられますが、本連
載で何度も繰り返しているよう
に、Appleは最も保守的なプラッ
トフォーム企業。そのApple 

が標準APIを用意するという
のは、それが今後の業界の標準
となることを示唆せずには入ら
れません。

書いて覚える          入門Swift

Author  小飼弾 （こがい だん）　　 twitter  @dankogai

第28回 WWDC 2017特集

注1） URL  https://developer.apple.com/videos/play/wwdc2017/102/

 ▼写真1　真の新製品 iPad Pro 10.5

https://developer.apple.com/videos/play/wwdc2017/102/


130 - Software Design Aug.  2017 - 131

WWDC 2017特集第    回28

Swift Playgrounds 
meets robots

　本連載の主題はAPIではなくSwiftという言
語。そこに焦点をあてるとSwift Playgrounds

でドローンやLEGO MINDSTORM EV3をプ
ログラムできるようになるという発表（写真2）は、
IT業界よりも教育業界にとって朗報でしょう。
筆者の次女が通っている中高一貫校の高等部で
は iPadが必須の教材となっているのですが、彼
女たちもきっとその恩恵を受けることでしょう。

Swiftで書き直された
Xcode Source Editor

　とはいえ本連載をお読みの読者のほとんどは、
XcodeでSwiftしているはずです。そのXcode

は9でどう変わったか。一番の注目は、Swift

で全面的に書き直されたソースエディタでしょ

う。妙な言い方になりますが、ソースコードを
「理解」するようになっています。言葉で言うよ
り、スクリーンショットをご覧いただいたほう
が早いでしょう（図1、図2）。
　iOSアプリでもあるSwift Playgroundsと同
様、ソースの構造を適切に解釈したうえで、そ
の構造に即したコンテキストメニューが表示さ

 ▼図1　コンテキストメニュー表示（その1）

 ▼写真2　LEGO MINDSTORM EV3を iPadで 
                 プログラミング

 ▼図2　コンテキストメニュー表示（その2）
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れます。
　圧巻なのは、プロトコルとの組み合わせ。本
連載でもSwiftはProtocol Oriented Language

であると繰り返し申し上げてきましたが、言語
自身はとにかくこれまでのエディタのサポート
は貧弱なもので、不適合なら“Type T does not 

conform to protocol 'P'”というエラーメッセー
ジを表示する程度でしかありませんでした。
　それが、図3のとおりに変わります。
　プロトコルを追加した時点で適合性がチェッ
クされるところまでは今までどおりですが、足
りないプロパティをすべて洗い出したうえでス
タブを追加してくれるのです。あとはそれを埋
めるだけ。ああ、PONS注2を開発中にこの機
能があったらどんなに楽だったか！
　エディタの機能が増えると心配なのが「それ
でますますもたつくのではないか」。うれしい
ことに、機能が豊富になったにもかかわらず、
編集からビルドまでほぼすべての面で高速化し
ています。とくに長いコードが入った Play 

ground は、Xcode 8までは明らかにもたつい
ていたのが、ほぼ何をしても瞬殺という感じで
非常に快適。正直、High Sierraを待たずに先
に正式版リリースしてほしいぐらい。

Swift 4「簡単なことはより簡単に」

　開発用のMacもXcodeも明らかに改善され
たのを確認できた今回のWWDCですが、肝心
のSwift 4はどうでしょう？　「一般教書演説」
でも少し紹介されていましたが、やはりここは
What's New in Swift注3でもう少し詳しく見て
いきましょう。
　言語仕様自体は、Swift 3からそれほど変わっ
ていません。Swift 3のリリースのときと同様 

Swift 4のリリースでは同時にSwift 3.2がサ
ポートされます。ここまでは同様ですが、前回
は Xcode にコンパイラーを2種類搭載してそ
れを実現していたのに対し、今回は同じコンパ
イラーでそれを実現していることからも2→3

ほどの変化ではないことがうかがわれます。と
はいうものの、3.xのxの増分では済まない違
いも確かに存在します。

・private宣 言 が よ り 自 然 に な っ た の で、
fileprivateはほぼ不要に。プレゼンテー
ションでは「これでアクセスコントロールに
関してはおしまい」という言い方でこの変更
についての説明を締めくくっていた

 ▼図3　エラーメッセージの変化

注2） URL  https://github.com/dankogai/swift2-pons
注3） URL  https://developer.apple.com/videos/play/wwdc2017/402/

https://github.com/dankogai/swift2-pons
https://developer.apple.com/videos/play/wwdc2017/402/
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・プロトコル宣言で新たなプロトコルを宣言し
なくても、プロトコルを合成できるように。P 
& Qと書けば、「プロトコルPとプロトコルQ
双方に適合するタイプ」と解釈される。あとの
コードサンプルにも実例が出てくる

・Sequenceの要素を指定するのに、Iterator.
Elementと書かずにElementだけでよくなった

　たとえばSwift 3では、

extension Sequence
  where Iterator.Element: Equatable
{
    func containsOnly(
        _ value: Iterator.Element
    ) -> Bool {
        return !contains { $0 != value }
    }
}

と書かなければならなかったのが、Swift 4では、

extension Sequence
    where Element: Equatable
{
    func containsOnly(
        _ value: Element
        ) -> Bool {
        return !contains { $0 != value }
    }
}

で済むように。Protocol Oriented Programming

がますますはかどります。内部的には、

protocol Sequence {
  associatedtype Iterator: IteratorProtocol
  // ...
}
protocol IteratorProtocol {
  associatedtype Element
  // ...
}

となっていた定義を、

protocol Sequence {
  associatedtype Element
  associatedtype Iterator: IteratorProtocol
    where Iterator.Element == Element
  // ...
}
protocol IteratorProtocol {
  associatedtype Element
  // ...
}

としたとのことです。見ればなるほどですね。

StringがCharacterのCollectionに

　しかし一番歓迎な変更は、Stringが Char 
acterをElementとするCollectionになった
ことでしょう。今まで、

let animals = " "
for c in animals.characters {
    print(c)
}

として.charactersプロパティにアクセスし
ないと取り出せなかったのが、Swift 4以降は、

let animals = " "
for c in animals {
    print(c)
}

と書けるということです。もちろん今までどお
り、バイト単位でバラす.utf8や、Unicode単
位でバラす.unicodeScalarsは健在です。
　ここで「Unicode単位」と言いましたが、Swift  

4におけるCharacterは合成文字もきちんと1

文字として扱います。なので、

let flags = " "
flags.count                // 2
flags.unicodeScalars.count // 4
flags.utf8.count           // 16
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となります。なお、今までどおり.characters
も用意されているので、Swift 3以前のコード
もそのまま動くはずです。
　あと、Pythonと同様の"""で複数行String
リテラルもサポートされます。次に紹介する
Codableと組み合わせると、文字列にとどまら
ず入り組んだデータの初期化もはかどること請
け合いです。

Codableプロトコル

　筆者が最も感銘を受けたのが、Codableプロト
コルの追加です。本連載の第25回で、JSONタ
イプを作成しましたが、今後こういったタイプは
ほぼ不要になるのです。実例を見てみましょう。

struct Point2D
  <F:FloatingPoint>
{
    let x:F
    let y:F
}

という簡単なタイプがあったとします。これを
JSONで扱いたいとしたらどうするか？　こう
するだけでよいのです。

struct Point2D
  <F:FloatingPoint & Codable> : Codable
{
    let x:F
    let y:F
}

　そう。ストアドプロパティがすべてCodable
でありさえすれば、そう宣言するだけであとは
何もしなくてよいのです。では実際に使ってみ
ましょう。まずはPoint2DからJSONデータへ。

let p = Point2D(x:42.0, y:0.195)
let j = try JSONEncoder().encode(p) // Data型
String(data: j, encoding: .utf8)
// {"x":42,"y":0.19500000000000001}

　次はその逆。

let pp = try JSONDecoder()
  .decode(Point2D<Double>.self, from:j)

　ここでおもしろいのは、.decodeの第一引数
が型になっていることです。tryしているので、
JSONがこの型に適合していなければthrowす
ることは言うまでもありません。
　鋭い読者であればすでに察しているとは思いま
すが、当然[Codable]も[String:Codable]もCod 
ableなので、文字列や数値はすぐにこの恩恵を
受けられますし、Swift 4以降は標準搭載の
JSONEncoderのみならずMessagePackEncoderや
YAMLEncoderがリリースされることも期待されます。
　ほかにもRangeがstart...endと書かなくて
も、start...だけでstartから最後の要素ま
での意味になったりと、Swift Playgroundsと
あわせてますますカジュアルにSwiftを使える
ようになるのは確実そうです。

APFS Update

　Leopardに Snow Leopard、Lionに Mountain 

Lion。そしてSierraにHigh Sierra。AppleがOS 

XもといmacOSのバージョンをそう命名するとき
には、外見はあまり変わらずとも内部がガバッと
変わるものと相場が決まっていますが、今回の内
部は格別に大きい。ついにAPFSがmacOSにも
正式導入されるのです。ただし、macOS Sierra

や iOS 10.3のAPFSそのままではありません。
What's new in Apple File System注4を見てみる
ことにしましょう。
　一番変わったのは、Unicode Normalization

の有無。High SierraのAPFSはNormalization

を行います。本連載第26回のときの検証コー
ドをHigh Sierra BetaのAPFSで使ってみた
ところ、こうなりました。

注4） URL  https://developer.apple.com/videos/play/wwdc2017/715/

https://developer.apple.com/videos/play/wwdc2017/715/
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・Perl版：POSIX API

食べないでくださーい

食べないでくださーい
食べないよー

かばん.txt:\x{304b}\x{3070}\x{3093}.txt

・Swift版：Foundation

食べないでくださーい

食べないでくださーい
食べないよー

かばん.txt: ["\u{304B}", "\u{306F}", "\
u{3099}", "\u{3093}", ".", "t", "x", "t"]

　やや奇妙なことに、Perlを含めPOSIX API

経由ではNFCが、Foundation経由ではNFD

がそれぞれファイル名として使われていますが、
\u {304b }\u {3070}\u {3093} . t x t と "\
u{304B}\u{306F}\u{3099}\u{3093}".txt が
同じファイル名だと認識されています。

次回予告

　というわけでSwiftを取り巻く環境の今後の
方向性も見えたところで今月の記事は結びです。
次回はSwift 4を見据えつつ、Swift 3でもも
ちろん有効なSwiftyな記事をお届けする予定
です。ﾟ
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ランサムウェア「WannaCry」が世界的に猛威をふるい、国内外のメディアにも大々的に取り上げら
れました。前回の本連載でも問題の本質を考えるという内容で取り上げました。それらはPC環境
で感染が広がった事例であったため、「ランサムウェアはPC固有の問題だ」「ほかのコンピュータ環
境での感染は理論上可能でも現実的ではない」と思われていないかと、筆者は懸念しています。

ランサムウェアの身代金、
13億ウォン支払いへ

　韓国のホスティング企業NAYANA社がランサム
ウェアに感染し、13億ウォン（約1億2,700万円）の
身代金を払うかもしれないという記事を見つけまし
た（図1）。本原稿執筆時では、すでに13億ウォン
の身代金を払い復旧に向かっています。

　人質を取って身代金を要求するという犯罪を考え
ると、ランサムウェア「WannaCry」のように、相手
にかかわらず低料金で定額要求するというケース
は、極めて例外的です。犯罪といえども経済合理性
は働くわけですから、被害者の支払い能力によって
最大限の要求をするはずです。一律定額を要求する
WannaCryのほうが極めて珍しいケースと言えま
す。別な言い方をすると、WannaCryの犯人は身代

金を要求する犯罪とはどういう犯罪なの
か、ということをまったく考えていないで
実行に及んでいたと言えるでしょう。
　NAYANA社はホスティングしていた顧
客のデータを人質にとられ、犯人と巨額の
身代金の交渉をせざるを得ない状態になっ
てしまいました。ホスティングはLinux系
のサーバで行っており、被害にあったのは
153サーバ、3,400のビジネスのWebサイト
とデータとのことです注2。
　NAYANA社が2017年6月14日に出した
ステートメントが同社サイトに掲載されて
いました注3ので、そこから6月22日時点で

みんなでもう一度見つめなおそう

セキュリティ実践の
基本定石

【第四六回】 

すずきひろのぶ 
suzuki.hironobu@gmail.com

ランサムウェアの脅威はLinuxやサーバにも

注1）	“Korean web host hands over 1 billion won to ransomware crooks”	 	
http://www.zdnet.com/article/korean-web-host-hands-over-1-billion-won-to-ransomware-crooks/  
「ランサムウェア被害で13億ウォン支払いへ、韓国ウェブホスティング企業」（2017年6月21日）	 	
https://japan.cnet.com/article/35103036/

注2）	“Web Hosting Company Pays $1 Million to Ransomware Hackers to Get Files Back”		
http://thehackernews.com/2017/06/web-hosting-ransomware.html

注3）	 ランサムウェア被害にあったNAYANA社のステートメント　http://notice.nayana.com/	 	
NAYANA社カスタマーセンターに掲載されている社長からの経過説明メッセージ		
http://www.nayana.com/bbs/set_view.php?b_name=notice&w_no=961

◆◆図1　「韓国のWebホスト企業が10億ウォン以上をランサムウェア犯◆
         人に支払う」との報道注1

http://www.zdnet.com/article/korean-web-host-hands-over-1-billion-won-to-ransomware-crooks/
https://japan.cnet.com/article/35103036/
http://thehackernews.com/2017/06/web-hosting-ransomware.html
http://www.nayana.com/bbs/set_view.php?b_name=notice&w_no=961
http://notice.nayana.com/
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発表されていることの要点を抜き出してみます。

●● 6月10日の午前1時に攻撃および被害が発覚した
●●「Erebus」というランサムウェアが使われた
●●すでにKISA注4などには届け、調査などの支援を

受けた
●●当初の要求は50億ウォン（約4億8,800万円）相

当のビットコインでの支払いであった
●●交渉の末、18億ウォン（約1億7,500万円）まで

切り下げた
●●同社の現金資産は4億ウォン（約3,900万円）であ

り、最初の交渉で支払い可能金額として4億ウォ

ンを提示した
●●最終的には会社売却などを含め13億ウォン（約1

億2,700万円）で交渉がまとまった
●●支払いに関しては3回に分けた身代金の支払いの

つど、復号鍵を受け取ることにした
●● 3回の取引が終わり、すべての鍵は入手できた
●●現在復旧中で最大10日かかる見込み

　あらゆる方面への可能性を模索していたようです
が、犯人と金額を交渉し、身代金を支払って復号鍵
を手に入れる方法しかなかったようです。
　犯人は巨額の身代金を要求し、また、被害企業と
複数回に渡る金額交渉をしています。「ランサム（身
代金）」を要求する犯罪としてみた場合、標準的とも
言えるプロセスになっていると感じます。また、身
代金交渉の際の最初の金額のふっかけ方、あるいは
金額の落としどころなど、交渉スタイルを見ても、
犯人はターゲットを絞ったうえで周到に計画したの
ではないかと感じます。
　もちろん、犯人は交渉のときに自分をかくすた
め、Tor（匿名通信システム）などを使っているのは
想像がつきます。短い時間で交渉を進め、最後は
13億ウォンをビットコインで入手したわけですか
ら、犯人側はかなりのものです。
　筆者はインターネット上にある資料を調べていく
間、クライムスリラー映画のあらすじを誰かがネッ
ト上に書いたのではないかと思うぐらいでした。

　あと、この企業の社長が交渉時に相手（犯人）に
送ったメッセージが掲載されていたのですが、「20

年間かけて築き上げた会社だが、たとえデータが
戻っても会社は運転資金もなく、信用も失い、さら
に訴訟対応に追われるので会社が破産するのは回避
できないだろう」と書いてあった部分は読んでいて
たいへん心が痛みました。

ランサムウェアの復旧プロセス

　NAYANA社は顧客向けに、どのようなプロセス
を経て復旧させるのかの説明も書いていました。

（1）	侵害サーバのデータをWindows Server 2012

で動作するコンピュータにコピーしたあと、復

号プログラムによるリカバリを実行（2〜5日）

（2）	リカバリ完了後、データをバックアップ。実

サービスが可能なようにパーミッションの調整

などの環境設定を行う（1〜2日）

（3）	二次感染を予防するためのリカバリデータの

整合性チェックを実行（1〜2日）

　括弧の中の日数は作業に必要な時間です。ここか
らわかるように、残念ながらこの会社ではそれまで
ランサムウェア対策としてのバックアップなどは作
成していなかったようです。この会社は適切なバッ
クアップが行われていなかったためランサムウェア
だけではなく、火災などで物理的にサイトが破壊さ
れた場合も同様な問題が発生したことになります。
　データをリカバリさせるプラットフォームに
Windows Server 2012を選択しているのは、万が
一のとき、Linuxのバイナリやコマンドなどが動作
しないように配慮しているのだと思われます。

Linuxのランサムウェア

　これまでもLinuxのランサムウェアがないわけで
はありませんでした。もちろんその犯罪の内容もほ
かとなんら変わりません。レベルもいろいろです。
これもPCと同様です。

注4）	“KISA（Korea Internet & Security Agency）とは、韓国の政府外郭団体で、同国での情報セキュリティを担当している組織。	 	
http://www.kisa.or.kr/eng/main.jsp

http://www.kisa.or.kr/eng/main.jsp
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　たとえば、「Linux.Encoder.1」というランサム
ウェアは、作成者が暗号の知識に乏しかったため、
正しいセッション鍵と初期化ベクトル IVを生成で
きず、復号できてしまうというバグを持っていまし
た。数学的な意味で言っている乱数と、乱雑さの量
であるエントロピーの違いを理解していないプログ
ラマが作りがちな致命的なバグでもあります。
　中には最初からファイルをディレクトリごと消し
ておいて、戻してほしかったら金を振りこめと脅す
ランサムウェアもありました注5。もちろんお金を
払ったところで、すでにrm -frをしているので
データは戻りません。
　世界で最大級の情報セキュリティ関連のカンファ
レンス「RSA Conference 2017」で、マイクロトレ
ンドの研究者が“Not UNIX to Windows Anymore: 

A First in a Booming Ransomware Industry”とい
う内容注6でUNIX系（LinuxやOS X）でのマルウェ
アについての議論をしています。また、同じ研究者
が“Unix: A Game Changer in the Ransomware 

Landscape?”という記事注7も書いています。
　筆者は、これまでLinux、とくにサーバ向けのラ
ンサムウェアが少なかったのは、技術的な問題でも
なんでもなくランサムウェアのプラットフォームと
して、金をかせぐ魅力に欠けていたからだと考えて
います。これまでPCで儲

もう

けていたレベルの人間が
チャレンジしていなかった、つまり単純に効率の問
題だったのではないかと考えています。

ランサムウェアErebus

　今回使われたErebusに関してはマイクロトレン
ド社がすでに分析しています注8。
　もともとErebusファミリーは2016年9月に現れ

たマルウェアで、最初に現れたときはWindows 

XP、Windows Vista、Windows 7をターゲットにし
ていました。次は2017年2月に現れ、今度は同じ
ベースでUNIX向けになって現れたとのことです。
　NAYANA社では、Linux kernel 2.6.24.2という古
いカーネルでシステムを動かしており、DIRTY 

COWの脆弱性があったのではないかと指摘されて
います（DIRTY COWは2016年12月のアップデー
トですでに対処されています）。
　DIRTY COWは、「LinuxのELF形式の実行ファ
イルは実行時メモリにマッピングされるが、実行途
中にファイルを変更すると、その変更した内容が実
行されてしまう」という脆弱性です。たとえば、一
般ユーザが書き込み可能な実行ファイルをrootで
動かしているとします。その実行最中に（一般ユー
ザが）実行ファイルを書き換えると、マッピングさ
れているメモリ中の実行コードが変化することによ
り、その結果、root権限で任意のコードが動いてし
まうということになります。
　また同社は、Apache 1.3.36注9、PHP 5.1.4という
2006年にコンパイルされたものを継続して使って
いたため、脆弱性を抱えたまま運用していたという
ことになります。これらの古いバージョンの脆弱性
に対するツール類も出回っており、それらを利用す
れば外部から侵入は可能であろうと思います。
　このような理由から、外部からマルウェアが侵入
し、root権限を奪われ、Erebusにより暗号化された
というストーリーは十分に理解できるでしょう。

これでLinuxも
ターゲットに

　今回米ドルにして百万ドルを越える身代金が支払

注5）	“Hacked Redis Servers being used to install the Fairware Ransomware Attack”	 	
https://www.bleepingcomputer.com/news/security/hacked-redis-servers-being-used-to-install-the-fairware-
ransomware-attack/  
上記サイトには、すべて消去するひどいスクリプトが掲載されています。

注6）	“Not UNIX to Windows Anymore: A First in a Booming Ransomware Industry”	 	
http://blog.trendmicro.com/go-beyond-next-gen-xgen-rsa-2017/

注7）	“Unix: A Game Changer in the Ransomware Landscape?　(February 13, 2017)”	 	
http://blog.trendmicro.com/trendlabs-security-intelligence/unix-a-game-changer-in-the-ransomware-landscape/

注8）	 Erebus Resurfaces as Linux Ransomware
 http://blog.trendmicro.com/trendlabs-security-intelligence/erebus-resurfaces-as-linux-ransomware/
注9）	 Apache 1.3.36の脆弱性一覧		

https://www.cvedetails.com/vulnerability-list/vendor_id-45/product_id-66/version_id-51592/Apache-Http-Server-1.3.36.html

https://www.bleepingcomputer.com/news/security/hacked-redis-servers-being-used-to-install-the-fairware-ransomware-attack/
http://blog.trendmicro.com/go-beyond-next-gen-xgen-rsa-2017/
http://blog.trendmicro.com/trendlabs-security-intelligence/unix-a-game-changer-in-the-ransomware-landscape/
http://blog.trendmicro.com/trendlabs-security-intelligence/erebus-resurfaces-as-linux-ransomware/
https://www.cvedetails.com/vulnerability-list/vendor_id-45/product_id-66/version_id-51592/Apache-Http-Server-1.3.36.html
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スも出てくるということを示唆しています。

セキュリティアップデート
とバックアップが定石

　脆弱性を突かれないようにセキュリティアップ
デートをするのは必須ですが、Apache Struts 2のよ
うに、ほぼゼロデイ攻撃のようなケースも考えられ
ます。最悪なケースを考えてバックアップを取る必
要があります（バックアップ後は隔離されていなけ
ればいけません）。
　バックアップを取るのは手間もコストもかかりま
すが、バックアップがなかったために犯人に多額の
身代金を払うことになった状況を見ていると、
「バックアップのコストのほうがはるかに安かった
ろうに」と思います。言うは易し行うは難しと言い
ますが、会社存亡のレベルまでになってしまった今
回の事件を見る限り、「定石をきちんと押さえてお
かなければ」と強く感じざるを得ませんでした。s

われたという事実が、世界中に告知されてしまいま
した。これは犯罪を行う側にモチベーションを与え
てしまったということです。
　Webサーバの書き換えが発生するのは日常茶飯
事です。これがもしWebサーバ上で動作している
Webアプリケーションのコードを変更できるよう
な状態であれば、そこを突破口に外部から任意のコ
マンドを実行させる確率は極めて高いと言えます。
実際にはWebアプリを稼動させていなくても、た
とえば、デフォルトでPHPが実行できるように
セットアップされていれば、外部からバックドアの
プログラムを植え付けられる可能性はあります。
　本誌2017年5月号では、Apache Struts 2の任意
のコードを実行できる脆弱性注10について取り上げ
ました。もし今後、このような脆弱性が現れれば、
情報漏洩やサイト書き換えという形ではなく、ラン
サムウェアが埋め込まれ、サイト内の顧客情報や商
品情報などが暗号化されて身代金を要求されるケー

注10）	JVNDB-2017-001621　Apache Struts2に任意のコードが実行可能な脆弱性	 	
http://jvndb.jvn.jp/ja/contents/2017/JVNDB-2017-001621.html

http://jvndb.jvn.jp/ja/contents/2017/JVNDB-2017-001621.html
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Cockpitの概要

　Cockpit 注1は、Linuxサーバの対話型管理イ
ンターフェースです。「Linuxの専門家でなくて
もサーバを管理できるようにする」ことをコンセ
プトに開発されており注2、Cockpitは可能な限

りLinuxのデフォルトインストール状態で動作
するようになっています。そのため、サーバ管
理者はCockpit関連ソフトウェアをインストー
ルして起動するだけで、Cockpitを利用した管
理業務（コンテナ起動／ストレージ管理／ネット
ワーク構成／ログ検査など）を始められます。
　Cockpitはリモートサーバを含めた複数台の
サーバを、1つのWeb UIから管理できます。図

1は2台のサーバをCockpitにより管理している
イメージです。この図で
は2台のサーバそれぞれ
にCockpit関連のソフト
ウェアがインストールさ
れています。そのうち1台
のサーバの cockpit-ws

サービス（Web UIを提供
するサービス）を利用し
て、ローカル／リモート
サーバを管理するように
しています。Cockpitの仕
様では、cockpit-bridgeと
いうユーザプロセスを経
由してサーバの各種情報
取得や設定変更を行う
サービスを呼び出してい
ます。また、リモートサー

注1）  URL   http://cockpit-project.org/
注2）  URL   http://thewalter.net/stef/misc/cockpit-devconf- 

  2014-talk.pdf

 ▼図1　Cockpitによる複数サーバの管理イメージ
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Cockpitで始めるLinuxサーバ管理

第11回

レッドハット系ソフトウェア最新解説

 Author  小島 啓史（こじまひろふみ）
	 mail：hkojima@redhat.com

レッドハット㈱ テクニカルセールス本部 ソリューションアーキテクト

RHEL7にはLinuxサーバの管理を簡単に始められるCock 
pitが含まれています。今回はCockpitの概要と利用方法
を紹介します。

http://cockpit-project.org/
http://thewalter.net/stef/misc/cockpit-devconf-2014-talk.pdf
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Cockpitの利用方法

　Cockpitを起動すると、Firefox/Google Chrome 

/Internet ExplorerなどのWebブラウザでCock 

pitにアクセスできるようになります。https://

ip-address-of-server:9090にアクセスすると
Cockpitのログイン画面が表示されますので、
ローカルアカウントまたはシングルサインオン
認証 注7を利用してログインします。ログインす
ると図4のようなホーム画面が表示されます。
ホーム画面からシステム概要を確認できるほか
に、ログ／ストレージ／ネットワーク／Docker

コンテナ／アカウント／システムサービス/

kdump／SELinux／サブスクリプションの情報
確認や設定変更、sosreport 注8の取得ができる
ようになっています。設定変更などに伴い権限
昇格が必要な場合は、あらかじめsudoやPolicy 

Kitの設定をしておく必要があります注9。また、
「Terminal」からWebブラウザ上で端末を開ける
ので、直接コマンドを実行することもできます。
なお、RHEL7標準のCockpitではKubernetes

の管理を行うことができませんのでご注意くだ
さい。その場合には、OpenShiftを利用して
cockpit-kubernetesをインストール 注10する必要
があります。

バへの接続にはSSHを利用しています。
CockpitによるSSH接続にはパスワード認
証のほかにも、サーバであらかじめ設定さ
れている公開鍵認証やシングルサインオン
認証を利用できます。図1はかなり簡略化し
たイメージとなりますので、より詳細なイメー
ジを確認したい場合は公式リポジトリの画像 注3

をご参照ください。

Cockpitの
インストールと起動
　Cockpitはいろいろな種類のLinuxにインス
トールできます 注4が、今回はRHEL7を利用し
てCockpitをインストールしていきます。あら
かじめ用意した1台のRHEL7サーバをサブスク
リプション管理サービスに登録し、Cockpitを
インストールするために必要なリポジトリだけ
を有効化します（図2）。
　続いてCockpit関連ソフトウェアをインストー
ルし、Systemdを用いて cockpit.socketの有効
化・起動を実施します（図3）。Cockpitはフット
プリントをできる限り少なくするように開発さ
れており注5、socketタイプのUnitを使うことで
オンデマンドのサービス起動を行うようにして
います。最後にFirewalldを利用している場合
は、firewall-cmdコマンドでCockpit関連のポー
トを空けておきます。Cockpitはデフォルトで
TCPの9090番ポートを使用しますが、必要に
応じてポート番号の変更や特定のサーバからの
アクセスしか受け付けないように設定 注6もでき
ます。

注3）  URL   https://github.com/cockpit-project/cockpit/blob/ 
  master/doc/cockpit-transport.png

注4）  URL   http://cockpit-project.org/running.html
注5）  URL   http://cockpit-project.org/ideals.html
注6）  URL   http://cockpit-project.org/guide/latest/listen.html

注7）  URL   http://cockpit-project.org/guide/latest/sso.html
注8）  URL   https://access.redhat.com/ja/solutions/78443
注9）  URL   http://cockpit-project.org/guide/latest/privileges. 

  html
注10）  URL   https://access.redhat.com/solutions/2206041

 ▼図2　目的のリポジトリの有効化

# subscription-manager register --auto-attach
# subscription-manager repos --disable="*"
# subscription-manager repos --enable=rhel-7-server-rpms --enable=rhel-7-server-extras-rpms

 ▼図3　Cockpit関連ソフトウェアのインストールと起動

# yum -y install cockpit*
# systemctl enable --now cockpit.socket
# firewall-cmd --add-service=cockpit
# firewall-cmd --add-service=cockpit --permanent

Cockpitで始めるLinuxサーバ管理第11回

https://github.com/cockpit-project/cockpit/blob/master/doc/cockpit-transport.png
http://cockpit-project.org/running.html
http://cockpit-project.org/ideals.html
http://cockpit-project.org/guide/latest/listen.html
http://cockpit-project.org/guide/latest/sso.html
https://access.redhat.com/ja/solutions/78443
http://cockpit-project.org/guide/latest/privileges.html
https://access.redhat.com/solutions/2206041
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います。リモートサーバを追加する場合は、前
述したようにSSHの認証情報を利用します。追
加した後は、ホーム画面からリモートサーバの各
種情報の確認・変更ができるようにもなります。
　Cockpitで表示されるこれらの画面を、ほか
のWebアプリケーションの表示画面に統合 注13

することもできます。その場合には、リスト1

のようにHTMLからCockpitの各コンポーネン
トのURLを呼び出します。リスト1ではローカ
ルホストの例を表示していますが、Cockpitに
登録してあるリモートサーバの情報を表示した
い場合は「@localhost」を「@FQDN-of-remote_

server」などに変更します。

　Cockpitではリアルタイムのパフォーマンス
データ（CPU、Memory、Disk I/O、Network 

Traffic）をグラフ表示で確認するとともに、
Performance Co-Pilot（PCP）注 11を利用して
データのアーカイブ保存 注12ができるようになっ
ています。ホーム画面の「Store Performance 

Data」をONにすると、サーバ上でPCPのアー
カイブ機能を持つpmloggerサービスが自動的に
起動されます。
　Cockpitのダッシュボードでは、各サーバの
リソース利用率をグラフで比較できます。図5

では test{1,2}.example.comという名前を持つ2

台のサーバのリソース利用率をグラフ表示して

 ▼図4　Cockpitのホーム画面

 ▼図5　2台のサーバのリソース利用率を表示するダッシュボード

注11）  URL   http://red.ht/2tolOZr
注12）  URL   http://cockpit-project.org/guide/latest/feature- 

  pcp.html
注13）  URL   http://cockpit-project.org/guide/latest/embedding. 

  html

レッドハット系ソフトウェア最新解説

http://red.ht/2tolOZr
http://cockpit-project.org/guide/latest/feature-pcp.html
http://cockpit-project.org/guide/latest/embedding.html
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す（図6）。
　カスタムパッケージ
の追加後にCockpitに
再ログインすると、
「Pinger」という名前
のメニューが追加され

ており、ping機能を利用できることを確認でき
ます（図7）。この例ではCockpit標準のAPIを
HTMLからcockpit.js 注15経由で利用し、pingプ
ロセスを実行するための関数を呼び出していま
す。メニューを削除する場合は、「̃/.local/share/

cockpit」にあるpinger（この例ではシンボリック
リンク）を削除してCockpitに再ログインします。
　このようにCockpitは簡単に利用できること
に加えて、機能のカスタマイズにも対応してい
るためLinuxサーバの管理を始めるには手頃な
ツールと言えます。興味がありましたら、ぜひ
とも試してみてください。ｯ

Cockpitのパッケージ 

　Cockpitはカスタムパッケージにより機能を
拡張できます。Cockpitの標準機能は標準パッ
ケージ注14（前述したcockpit-kubernetesもパッ
ケージの1つ）により提供されており、「cockpit-

bridge --packages」コマンドを実行すると現在ど
んなパッケージがあるか確認できます。cockpit-

bridgeはこうしたパッケージの確認のほかにも、
CockpitのWeb UIから各種システムサービスへ
の中継にも利用されます。
　非管理者がCockpitにカスタムパッケージを
追加する場合は、ホームディレクトリに「.local/

share/cockpit」というPATHのディレクトリを
作成して、カスタム機能を提供するHTMLファ
イル（オプションで JavaScriptファイル）と、
バージョン／参照するHTMLファイル名／UI

での表示名などを記載したManifestファイルを
置く必要があります。こうした手順に沿って、
CockpitのWeb UIに特定ホストにpingを打つ
機能を持つカスタムパッケージを追加してみま

 ▼図7　CockpitのWeb UIでのping実行

 ▼リスト1　WebアプリケーションからのCockpit呼び出し例

<!-- ローカルホストのシステム情報 -->
<iframe src="https://localhost:9090/cockpit+app/@localhost/shell/index.html"/>

<!-- ローカルホストのログ情報 -->
<iframe src="https://localhost:9090/cockpit+app/@localhost/system/logs.html"/>

<!-- ローカルホストのサービス情報 -->
<iframe src="https://localhost:9090/cockpit+app/@localhost/system/services.html"/>

<!-- ローカルホストのコンテナ情報 -->
<iframe src="http://localhost:9090/cockpit/@localhost/docker/console.html"/>

 ▼図6　カスタムパッケージの追加例

$ wget http://cockpit-project.org/files/pinger.tgz -O - | tar -xzf -
$ cd pinger
$ mkdir -p ~/.local/share/cockpit
$ ln -snf $PWD ~/.local/share/cockpit/pinger
$ cockpit-bridge --packages
  ……（中略）…… 
pinger: /home/.../.local/share/cockpit/pinger
  ……（中略）…… 

注14）  URL   http://cockpit-project.org/guide/latest/packages. 
  html

注15）  URL   http://cockpit-project.org/guide/latest/cockpit- 
  spawn.html

Cockpitで始めるLinuxサーバ管理第11回

http://cockpit-project.org/guide/latest/packages.html
http://cockpit-project.org/guide/latest/cockpit-spawn.html
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UnityからGNOMEへの 
移行状況

　先々月号や先月号の本連載でも紹介したように、Ubuntu 17.10以降はグラフィカルシェルをUnityか
らGNOME Shellへと変更することになりました。今回はその進捗や実作業の流れを紹介します。

Ubuntu Japanese Team／株式会社 創夢
柴田 充也（しばた みつや）

　「CanonicalはUnityをやめるぞ！」
　この突然のアナウンスに4月のUbuntuコミュニ
ティはドッタンバッタン大騒ぎでした。しかしなが
らアナウンスの時点では「2017年10月リリースの
Ubuntu 17.10から変更される」「Ubuntu GNOMEの
成果を流用する」以上の情報はありませんでした。
そのあと、4月後半から17.10の開発が本格的に開始
し、UnityからGNOME Shellへの移行にあたっての
懸念点・手順などさまざまな課題を洗い出し議論す
るフェーズが開始しました。6月までには問題が整理
され、リリースに向けての道筋が見えてきましたの
で、今回はその流れを紹介しましょう。
　まずは状況について簡単に整理しておきます。最

GNOME Shellを 
採用するということ

初のポイントは「UbuntuはGNOMEベースのLinux

ディストリビューション」であることです。確かに
Fedoraなど、ほかのGNOMEベースのLinuxディス
トリビューションとは見た目や操作性が大きく異な
ります（図1）。しかしながら、デスクトップ環境とし
てのGNOMEが提供する各種ソフトフェア群や
GNOMEプロジェクトがかかわっているインフラス
トラクチャー・ライブラリを利用してデスクトップを
構築しているという点において、ほかのディストリ
ビューションとの違いはあまりありません。
　ほかのディストリビューションとの差異の最たる
ものが「GUIシェルとしてGNOME Shellではなく

Unityを採用している」ことです。GUIシェル（グラ
フィカルシェル）とはGUI環境においてユーザイン
ターフェースを提供するソフトウェアを意味します。
ユーザの操作に合わせてメニューを表示し、アプリ
ケーションを立ち上げ、ウィンドウを配置すると
いったデスクトップに表示するもろもろの処理を担
うものが、広い意味でのGUIシェルです。ディスプ
レイマネージャーからログインすることで開始する
GUIセッションにおいて、どのGUIシェルを使うか
を決定します。ただしUnityもGNOME Shellもデ
スクトップの表示のすべてを担っているわけではあ
りません。どちらも事実上は、ほぼ「アプリケーショ
ンランチャー」に近い位置づけとなっています。
　Ubuntuは、リリース当初からGNOMEベースで
した。GNOMEのリリース周期に合わせて、Ubuntu

のリリースが行われていましたし、当初のデスク

図1　Unityを採用する最後のリリースとなったUbuntu 17.04
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トップシェルはGNOMEそのものでした。その後、
いくつかの技術的・経済的・政治的な理由により、
Ubuntu独自のグラフィカルシェルであるUnityが開
発され、GNOME ShellではなくUnityが採用される
にいたっています注1。
　Unityのインターフェースを実現するにあたって、
GNOME関連の下回りにもかなり変更を加えてきま
した。ソフトウェアによってはUbuntu用にフォーク
したうえで実装しています。GNOME Shellに戻るた
めには、これらの「Ubuntu独自パッチ」をどのように
扱うかが問題となるでしょう。幸いUbuntuのフレー
バーには、GNOME Shellを採用した「Ubuntu 

GNOME」が存在します（図2）。つまりUbuntuの公
式リポジトリに存在するパッケージだけで、GNOME 

Shellを採用したディストリビューションを作った実
績はあるということです。あとは要・不要なパッケー
ジのピックアップ、「見た目」をどこまでUnityに合わ
せるかの判断、最初からインストールするソフト
ウェアの取捨選択などは最低でも考える必要があり
ます。これらを半年後の17.10のリリースまでに行
わなければなりません。たとえ間に合わなかったと
しても、遅くとも次のLTSのリリースである2018

年4月までには解決する必要があるわけです。
　17.10の開発が開始されて最初に行われた4月18

日のミーティングでは、次の内容が決定されました。

・	 Ubuntu独自パッチの扱いはLPもしくはIRCで	
個別に精査する

・	 PPAをベースにGNOME Shellへの切り替えの	
調査を行う

・	切り替えはAlpha 2を目標とする

　数年に渡って実装されたUnityのアレコレを、半
年で整理する戦いが始まりました。

　Ubuntuのリポジトリは、そのライセンスやCanoni 

calによるサポートに合わせて「main・restricted・

注1） Unityの歴史については、本連載の先月号（2017年7月号）が参
考になります。

標準パッケージを見なおそう

universe・multiverse」の4つのコンポーネントに分か
れています。Ubuntuインストール時に最初からイン
ストールされるパッケージ、つまりインストーラの
ISOイメージに同梱されるパッケージは、「main・
restricted」に所属していることが求められます。つ
まりGNOME Shellへと移行するためには、GNOME 

Shellやその周辺パッケージをuniverseコンポーネン
トからmainコンポーネントへと移動する必要がある
のです。
　単に場所を移動するわけではありません。Ubuntu

のサポート期間を通して、不具合や脆弱性の対応が
できるかどうかを判断する必要があるのです。既知
の脆弱性は存在するのか、既存の不具合はどれくら
い残っているのか、ソフトウェアの開発コミュニ
ティは活発か、パッケージのビルドテストには通っ
ているか、パッケージが十分にメンテナンスされて
いるか、そのパッケージを導入することでほかのコン
ポーネントもmainに必要になるかなど、いくつもの
項目をパスして初めてmainへの移行が承認されます。
　GNOME Shellの場合は、最低でもGNOME Shell

本体とシステム設定ツール、ソフトウェアキーボー
ドにそれらが依存しているライブラリパッケージの
移動が必要でした。とくにシステム設定ツールについ
ては、歴史的経緯からUnityではGNOMEのそれを
フォークして使っていました。今回ようやくGNOME

と同じ「システム設定」を使うことになります（図3）。
　6月中旬の時点で、上記はすべてmainリポジトリ

図2　 17.10はこのUbuntu GNOME 17.04の成果をベースに
開発される
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へと移行しています。現在は、gnome-tweak-toolsな
どのツールやgnome-mapsなどのアプリについても、
最初からインストールすべきかどうかの議論が始
まっています。

　Fedoraが標準でWaylandを採用しているように、
UbuntuでもWayland対応が課題となっています。
　Ubuntuを含む、ほぼすべてのメジャーなLinux

ディストリビューションは、ディスプレイサーバと
してX Window Systemを採用してきました。30年以
上使われ続けてきたこのXは、さまざまな機能拡張
を経て、現在では巨大で複雑なソフトウェアとなっ
ています。そのためXに代わるよりコンパクトな
ディスプレイサーバを求めて、Waylandが開発された
のです。Waylandそのものは、ディスプレイサーバと
アプリケーションの間の描画に関する通信プロトコ
ルであると同時に、コンポジッタやクライアントで
使用するライブラリの実装でもあります。GNOME 

ShellにおけるWaylandへの対応とは、Xの代わりに
ディスプレイサーバとなるWaylandライブラリをリ
ンクしたコンポジッタを利用することです注2。
　GNOME Shellはすでに対応を完了していたため、

注2） Waylandと並ぶ次世代ディスプレイサーバにMirがあります。
けれどもこれは別の物語、いつかまた、別のときに話すこと
にしましょう。

Waylandはどうするんだい？

あとはディスプレイマネージャー側の対応だけとい
う状態でした。Unity8対応の影響でLightDMから
Waylandセッションを起動できない状態になってい
ましたが、17.10開発の早い段階で修正が行われてい
ます（図4）。今後はテストインフラを整えて、
Wayland上の不具合を洗い出していくことになりま
す。すでにいくつかのアプリがWayland上では動作
しないことがわかっているものの、順調に不具合の
対応が進めば、17.10の時点でWaylandが標準とな
るかもしれません。Wayland移行における現在の最
大の問題点は、リモートデスクトップ関連が利用で
きなくなるということでしょう。

　GUIセッションを管理するディスプレイマネー
ジャー（DM）として、Ubuntuやそのフレーバーはこ
れまでLightDMを使ってきました。従来のDMと比
べてLightDMは、ログイン画面などのUI部分を独
自に拡張可能なGreeterとして分離している点が特
徴です。これにより個々のデスクトップ環境は、
Greeterのみを開発するだけで同じDMを共有でき
るのです。XubuntuやLubuntuは同じLightDMを使
いつつ、GTK+ Greeterとテーマ機能によってそれぞ
れ独自のログイン画面を構築しています。GNOME

は以前より独自のDMであるGDMを使っていまし
た。よってGNOMEへの移行にあたっては、Light 

DMを使い続けるかGDMに移行するかという議論が
発生するわけです。
　LightDMはGDMよりも作りがシンプルです。ま
たGDMに比べるとテストコードが充実しており、
品質管理もそれなりに行われています。他のフレー
バーとの整合性を考えると、Greeterやテーマで切り

LightDM vs. GDM

図3　 17.10のGNOMEコントロールセンターの見た目は、 
これまでのシステム設定とほぼ同じ

図4　 17.10では通常のGNOMEセッションと 
Waylandセッションを選択できるようになる
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分けられるLightDMを使い続けたほうが有利です。
またゲストセッションの機能はLightDMにしかあり
ません。つまりUbuntuとして考えた場合、LightDM

に軍配があがります。
　しかしながら、GNOME Shellのロック画面は
GDMに依存しているという問題がありました。さら
に調査を続けるとLightDMでGNOME Shellのロッ
ク画面対応を行うには、思ったよりも時間がかかる
ことも判明してきました。それらの状況を踏まえて、
6月上旬の時点で17.10ではGDMを採用しつつ、ほ
かのフレーバー向けにLightDMもメンテナンスし続
けることを決定しています。ゲストセッション機能
のGDMへの移植は、17.10に間に合うかどうか未定
です。

　GNOMEは3月と9月の半年ごとのリリースを
行っています。偶数のバージョン番号がリリース版
で、奇数が開発版であるため、リリース番号は1つ
飛びとなります。2017年4月時点での最新版が3.24

であり、9月に3.26がリリースされる予定です。そ
こで問題になってくるのが、17.10では3.26を採用
するかどうかという点です。17.04では多くのコン
ポーネントが最新の3.24を採用していましたので、
3.26に上げていくこと自体はそこまで手間ではありま
せん。とくに3.26はHiDPI対応の拡充や描画の高速
化など、利便性の高い更新が行われる予定です。
　ただし近年のGNOMEはリリース直前に大きな変
更を行うことがあるため、以降の判断は9月まで先
送りとなりました。3.26ではいくつかのソフトウェ
アのビルドシステムがautotoolsからmesonへと移行
する見込みです。さらに、そろそろ将来的なGTK+2

パッケージの削除を考える時期になってきています。

　日本のユーザにとって最も気になる問題が日本語
入力関連でしょう。ここ数年のUbuntuの日本語環
境はFcitxとmozcを採用していました。しかしなが

来るGNOME 3.26と 
去るGTK+2

日本語入力はどうしよう

らGNOMEはIBusにべったりな実装となっていま
す。実際Ubuntu GNOMEはIBusを使っています。
よってFcitxが使えるようにGNOMEを修正するか、
IBusへ移行するかの判断が必要です。Fcitxサポート
自体はそこまでたいへんではありません。Fcitxがい
まだにWaylandに対応していないことを考えると、
このままIBusへと戻る可能性があります。
　またGNOMEは初回ログイン時の初期セットアッ
プアプリを使って、日本語入力関連の設定を行いま
す。現在のところこの初期セットアップアプリを標
準でインストールするかどうかは未定です。よって
17.10ではインストール後に何がしかの日本語環境
のセットアップを手動で行う必要が出てくるかもし
れません。

　2017年6月1日、ubuntu-metaパッケージのリスト
からunityが削除され、gnome-shellが追加されまし
た注3。これはUbuntuの標準のデスクトップ環境が
GNOME Shellに変わったことを意味します。最後
にこの変更が行われたときの、コミットログを翻訳
しておきましょう。｢

「さよならUnity、長くも楽しい旅路だったよ。最初
はUbuntu Netbook Edition用の vala+mutterなUnity0

だったね。Unity1からUnity7にかけては、Compiz/

C++で再実装し、Nuxを追加したもんだ。その道のり
は楽しく、喜びや悲しみに溢れ、狂気に満ちていて
……あぁ、よくクラッシュしたことも忘れていない
よ！　シェーダーやオーバーレイスクロールバーに
ウィンドウが動かなくなる問題も覚えている。そう
いえば朝 5時にリリースしたこともあったね？　そ
うそう、Unity2Dチームも君と歩調を合わせようとし
ていたよね！　関わってくれたすべての人に感謝を
しよう。まだ残っている、すでに去ってしまった、
すべての人に。」

注3） http://bazaar.launchpad.net/~ubuntu-core-dev/ubuntu-
seeds/ubuntu.artful/revision/2531

さよならUnity

http://bazaar.launchpad.net/~ubuntu-core-dev/ubuntu-seeds/ubuntu.artful/revision/2531
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　sshを使えば、途中インターネットを経由し
つつ複数のプライベートネットワークを安全に
結ぶことができます。また、リモートコマンド
の実行だけでなく、SSHプロトコルによって、
ファイルやディレクトリの安全なコピー、GUI

プログラムの安全なリモート転送など、VPN

基盤として活用できます。

少し高度なsshの使い方

　sshは、接続元とターゲットシステムを安全
に接続するだけでなく、別のサービス、別のシ
ステムへ安全に接続できる環境を作れます。こ
こでは、sshを使って、2種類のトンネルを作
る方法と、Xプロトコルの転送を紹介します。

 sshの凄技 1　ポートフォワード
（ローカル転送）
　ローカル転送は、リモートホストの指定のポー
トに接続すると、ターゲットホストの指定した
TCPサービスポートに転送します。トンネル
内（ローカル－リモート間）の通信は、sshによっ
て暗号化されています（図1）。

ssh リモートホスト -L 転送するポート:
ターゲットホスト:転送先のTCPプロトコ
ルポート [-g]

　転送するポートは、接続可能な使われていな
いポート番号を指定します。sshを実行するロー
カルホスト以外からの接続を許可するには、-g
オプションを指定します。

 sshの凄技2　ポートフォワード
（リモート転送）
　リモート転送は、プライベートネットワーク内
のシステムへ、外部から接続できるようにトン
ネルを作る場合などに便利なしくみです（図2）。

ssh  トンネルを作るホスト -R 転送する
ポート:転送先のホスト:転送先のTCPプ
ロトコルポート

　本来は、アクセスできないところへアクセス
できるようにするしくみですから、使い方を間
違うとセキュリティホールになります。-Rでの
トンネリングは、リモートホスト外の未知のホ
ストから、なんでも接続を受け入れていては危
険です。sshdは、デフォルトの設定で、トンネ
ルを作った状態では、転送するポートへアクセ
スできるのは、トンネルを作るホスト上からです。
ですので、このトンネルを使うには、外部のホ
ストから一度トンネルを作るホストにログイン
してから、転送するポートに接続します。
　トンネルを確保しても、sshの接続がタイム
アウトや何らかの理由で切断されてしまうと、

先月に引き続きsshについて解説します。sshの応用と関連するコマンドを見ていきます。

  Author    中島 雅弘（なかじま まさひろ）　㈱アーヴァイン・システムズ
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接続しなおさなければなりません。このような
環境を維持するためには、autosshコマンドを
使うと、セッションが切れても自動で再接続し
てくれるので便利です。sshと基本的に同じ使
い方ですが、モニターポートの指定などをする
オプションが必要です。標準ではOSに入って
いないので、brewやapt、yumで導入してくだ
さい。

 autossh起動の例 
$ autossh -f -M 20000 -N -C -R 9999:localhost:ｭ
22 her-ubuntu

　-fオプションは、autosshをバックグラウン
ドで実行する。-Mオプションはモニタリングポー
トを指定する。-Nは、sshへのオプションでリモー
トコマンドを実行しない指定です。ここでは、ポー
トフォワードだけできれば良いので-Nが便利で

 ▼図1　ポートフォワード1　ローカル

Private Network Remote Network

Local machine

Client

Remote
machine

Target
machine

http:80

Local Machineの
9999番ポートへ
接続

sshが待ち受けている
9999番ポート

ssh

$ ssh remote -L 9999:target:80 -g

$ wget 
http://remote:9999

sshによる
トンネル

ローカルマシンから、リモートマシンにssh接続してトンネルを作っておくことで、ターゲットマシン上の、別のTCPサービス
へのプロキシとして動作する。-gオプションを付けることで、ローカルマシン外のクライアントからの接続を許している。

sshd

 ▼図2　ポートフォワード2　リモート

Private Network

Local machine

Remote
machine

Internet

Remote Machineにsshで
ログイン。その後Remote上
の9999番へ接続する

sshdが待ち受けている
9999番ポート

ssh

$ ssh remote -R 9999:target:22

sshによる
トンネル

sshd

Client

$ ssh remote
$ ssh localhost  -p 9999

Target
machine

sshd:22

プライベートネットワーク内のマシンから、インターネット上のリモートマシンにssh接続してトンネルを作っておけば、
プライベートネットワーク外のマシンから、プライベートネットワーク内のマシンにアクセスできるようになる。
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 失敗例 
$ ssh my-ubuntu -Y í
 ...略... 
X11 forwarding request failed on channel 0
Last login:  ...略... 

　この場合、リモートホスト側の（sshdの）設
定が原因であると推察できます。/etc/ssh/
sshd_configに、次の設定（が入っていなければ）
を加えてみましょう。

X11Forwarding yes
X11UseLocalhost no

　この設定を変更したら、sshdを再起動するか、
親プロセスとなっているsshdにSIGHUPを送
り注1ましょう。

$ ps ax | egrep sshd í
 1011 ?     Ss     0:49 /usr/sbin/sshd -D
 ↑これが親プロセス 
 5250 ?     Ss     0:00 sshd: masa [priv]
 5276 ?     S      0:00 sshd: masa@pts/24
 ...略... 
$ sudo kill -HUP 1011 í

　sshdのサービスを再立ち上げすることで、
設定を新しく読み込ませる方法もありますが、
サービスデーモンを完全に停止させてしまうよ
りも上記の方法が穏やかです。

　うまくフォワードできたら、Xクライアント
プログラムをローカルホスト上に表示してみま
しょう。Xを使うなど、ssh経由の転送量が多

注1） Linux系の環境での sshdは、このシグナルを受けると、
sshdは設定ファイルを読み直します。接続中のセッション
は切断されません。

す。-Cは、通信を圧縮するオプションです。

 sshの凄技3　X Serverとして
使う
　X Window Systemは、クライアント・サーバ
型のウィンドウシステムです。アプリケーショ
ンを実行するホストと、表示するホストを分離
できる、Unix環境の標準的なウィンドウシス
テムです。macOSは、独自のGUIで動いてい
ますが、brewで導入できるXと共存が可能です。
設定ファイルなどには、X11という名称が出て
きますが、Xのプロトコルです。筆者が新人の
ころはまだ、X10を採用しているワークステー
ションもありましたが、X11はとても長い間安
定的に使われています。
　X Window Systemのサービスを、先出のポー
トフォワードのしくみに乗せて安全に転送するこ
とができます。便利なこのしくみは、-X（X11プロ
トコルのフォワード）、または-Y（信頼されたX11

プロトコルのフォワード）を指定すると使えます。
　X11に対応したアプリケーションには、
xeyes、xcalc、xclockなどなど、たくさんのア
プリケーションがあります。macOS brewの環
境だと/opt/X11/binにある、xで始まる名前
のコマンドで、UbuntuなどのLinux環境だとだ
いたい/usr/bin/に入っています。GUIベース
のファイルマネージャーなどもXで動作してい
れば、Xのフォワーディング機能が使えます。
　リモートホストがサーバというイメージがあ
りますが、X Window Systemは、アプリケーショ
ンを実行している側はクライアント、表示側が
サーバです。
　sshのクライアント側、sshdが動いているサー
バ側の双方で、X11が使えるように設定しておく
必要があります。クライアント側、~/.ssh/config
の対象ホストに対して次を設定してください。

ForwardX11 yes
ForwardX11Trusted yes

　次の例ではX11 forwardingに失敗しています。

macOSのsshd
　macOSのsshdは、Linux系の環境と異なった形で
起動されます。［システム環境設定］−［共有］で、「リ
モートログイン」をチェックすると、sshdが起動され
るようになります。また、macOS独自のサービス管
理のしくみであるlaunchctlから起動されるため、親
になるsshdプロセスがありません。sshd_configを変
更した場合でも、sshdを再立ち上げしたり、シグナ
ルを送ったりしなくても、以降作られる新しいセッショ
ンには変更が反映されます。
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い場合、-Cオプションを指定すると通信デー
タを圧縮します。サーバおよびクライアントも
十分にマシンのパワーがあるのに、細い経路を
経由する場合にも有効です。

 her-ubuntu上のファイルマネージャーをローカルホストに表示する例 
$ ssh -YC her-ubuntu nautilus --no-desktop & í

　Xを使わないなら、機密・性能を考慮して、
-X、-Yオプションは指定しないでおきましょう。

SSHプロトコルを使った
コマンド

scp̶̶Secure CoPy
　scpは、sshをデータ転送に使うことで、リモー
トシステムとのファイルコピーを安全に行える

コマンドです。scpを使えば、cpコマンドでファ
イルやディレクトリ（-rオプションを指定）を
コピーするように、リモートシステムともやり
とりができます。

$ scp ./himitsuno.txt my-ubuntu:~/secret/

　SSHプロトコルによって経路の安全は確保で
きますが、ウィルスに感染しているなど、安全
ではないファイルのコピーには注意しましょう。

rsync ̶̶ a fast, versatile, remote（ and 
local）�le-copying tool̶̶ Remoteとファイ
ルやディレクトリをSYNChronizeするツール
　rsyncは、リモート、ローカルを問わず継ぎ
目なくファイルやディレクトリを操作できる強
力なプログラムです。ファイルシステムの階層
構造をそのまま、あるいは一部を除外すること
もできますし、パーミッション、オーナー情報、
タイムスタンプなども（望めば）そっくり複製で
きます。同期した環境では、以降は変更点のみ
をコピーすることもできますので、大量のファ
イルの同期が必要な環境でも活躍します。
　sshが導入されている環境なら、SSHプロト
コルでファイルのやりとりができるので安全で
す。rsyncdというサービスデーモンもありま
すが、最近のシステムならSSHを中心に運用
するべきでしょう。rsyncは、挙動を制御する
オプションがとてもたくさんあります。ここで
は、よく使う単純な利用例を示しておきます。
踏み込んだ使い方については、またあらためて
紹介しようと思います。

 リモートシステムからのバックアップで用いられる一般的な形式 
 例1  $ rsync -avz my-ubuntu:src/hana ~/backup/ｭ
my-ubuntu
 例2  $ rsync -auvz --rsh=/usr/bin/ssh ｭ
--delete her-ubuntu.sonzaishinai.jp:/site /ｭ
var/backup/Remote/her-ubuntu/http
 例3  $ rsync -avz my-ubuntu:src/hana/ ~/ｭ
backup/my-ubuntu

　1つめの例は、ホストmy-ubuntuのホームディ
レクトリ以下の、src/hanaを階層構造をたどっ
て、ローカルホストのホームディレクトリ以下

macOS（XQuartz）とUbuntu 16.04 での	
X11 Forwardingトラブルシュート
　デバッグオプション付きで、ssh -Y -v remotehost
したとき、次のエラーが出ることがあります。

debug1: No xauth program.
Warning: No xauth data; using fake ｭ
authentication data for X11 forwarding.

　xauthコマンドが実行できないために出ているメッ
セージですので、xauthが導入されていないなら、
macOSならportやbrew、Ubuntuならaptなどで
導入しておきます。導入されていても実行できない場
合は、xauthの場所をsshが認識できていないことが
原因かもしれません。
　ク ラ イ ア ン ト 側 の /etc/ssh/ssh_config、.ssh/ 
configの"Host *"セクション（設定ファイルのフォー
マットは man を参照してください）で、たとえば
macOS Sierraでは、次のように適切なxauthの位置
を指定する必要があります。

XAuthLocation "/opt/X11/bin/xauth"

　macOSがサーバとなるなら、/etc/sshd_configに
も同様に上記内容を記述します。
　また、これとは別にリモートホストに/etc/ssh/
sshrcもしくは.ssh/rcがあるとxauthを処理できな
いので、次のエラーが出て X が有効になりません

（Ubuntu の sshd、macOS の sshd 共 通）。で す の
で、.ssh/rc、/etc/ssh/sshrcは作らないようにして
おきます。

X11 connection rejected because of wrong ｭ
authentication.

第　　回16   ssh（その2）
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backup/my-ubuntuにアーカイブモード（シンボ
リックリンクや権限、所有者の情報などもその
まま）でコピーします。-zオプションは、転送
時にデータを圧縮する指定です。2つめの例では、
明示的にリモートシェルにsshを使うように指
定しています。また、更新（-u：update）オプショ
ンを指定して、ローカルに新しいファイルがあ
る場合にはスキップ、削除（--delete）オプショ
ンで、リモートからなくなってしまっているファ
イルをターゲットディレクトリ内からも削除し
ています。3つめの例は、1つめにそっくりで
すが、コピー元のディレクトリ名の後ろに“/”
が付いています。こうするとコピー先には、
hanaというディレクトリは作られずコピーさ
れます（1つめの例では、コピー先のmy-ubuntu

の中にhanaというディレクトリが作られます）。

そのほかSSHプロトコルを使えるコマンド
　SSHプロトコルを使ったファイル転送プログ
ラムには、先のscp以外にも、sftpコマンドが
あります。また、リモートと情報のやりとりが
あるコマンドは、経路を暗号化するためにSSH

プロトコルを使って通信を行えるコマンドがあ
ります。Git、Subversion（svn）などのリビジョ
ンコントロールシステムは、SSHを始めさまざ
まなプロトコルが使えます。SSHの公開鍵認証
を使えば、柔軟で安全なソースコード＆ドキュ
メントの管理ができます。頻繁に新たなssh接
続が必要な、こうしたリビジョンコントロール
システムを活用する場合には、パスフレーズの
入力を省略する方法や、今回は説明しきれなかっ
たssh-agentなどが役に立つことと思います。

sshのまとめと
トラブルシュート

　OS上でのさまざまな操作やプライベートネッ
トワークにトンネルを作るなど、幅広くsshが
活用できることを見てきました。裏返せば、悪
意のある者に「sshをやぶられたら終わり」とい
うことでもあります。ですので、IPで制限、

堅牢なパスワードを用いる、堅牢な鍵を使うな
どの徹底をしましょう。ssh_configや sshd_
configでも、rootログインを許す、ポートフォ
ワードを許すなどといったセキュリティを緩め
るオプションの変更には細心の注意を払ってく
ださい。
　OSやネットワークレベルでの接続を制限す
ることも忘れずに。ファイアウォールや、ssh
がlibwrapをリンクしている注2、もしくは、TCP 

Wrapper経由で起動しているならhost.allow、
hosts.denyの設定もきちんと確認しましょう。
　一方接続ができないなどの問題解決作業では、
設定の変更によって対象環境へのアクセスがで
きなくなってしまうという事態を避けるため、
できるだけ安全な実験環境を用意してください。
そこで、ファイアウォールなどのアクセス制限
を排除したりと、問題や課題を分離して原因を
絞り込みます。本番環境で、設定を操作する場
合には、稼働中のsshdとは別のポート（-p ポー
ト番号）、別の設定ファイル（-f設定ファイル）
で、新たなsshdを起動して動作を確認するの
も良い方法です。
　以下に、問題が生じた際に確認するポイント
をいくつか挙げておきます。

接続できないとき

1. ネットワーク経路はつながっているか
　ping、tracerouteなどを使って、ネットワー
ク経路が通じているか確認しましょう。

2. ファイアウォールなどで IP制限がないか
　ファイアウォール、/etc/hosts.allow、/etc/
hosts.deneyなどの設定を確認します。
　sshで接続できない問題を解決するために、
インターネットに露出しているサーバ環境で
hosts.allowをsshd:ALLもしくは、ALL:ALLと
する設定は危険です。せっかくのフィルタリ
ング機能ですから、適切に接続元を絞り込み

注2） 最近の環境はほとんど libwrapを使っています。
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ましょう。

3. 接続元、接続先を変更してみる
　どの接続先、接続元で生じる問題か、影響範
囲を確認します。特定のホスト間でのみ生じて
いる問題なら、前述の1番、2番などのネット
ワークの設定を見直しましょう。

4.  ssh接続リクエストが適切に処理されてい
るか

　サーバ側のログを確認できれば、ssh接続リ
クエストが適切に処理されているか確認でき
ます。sshdをデバッグオプション（-d）付きで
起動できれば、より詳細なメッセージが得ら
れます（表1）。
　クライアント側では、sshをデバッグオプショ
ン（-v）付きで起動して、詳細な情報を出力させ
てみましょう。sshの接続中なら~vでデバッグ
レベルを上げてみましょう。何かしら有益な情
報が得られるかもしれません。レベルを下げる
には、~Vです。
　sshdもsshもデバッグレベルは、オプション
（-d/-v）を1～3つ指定でき、この個数でデバッ
グ出力のレベルが異なります（デバッグレベル
3でsshを起動する例：ssh -vvv）。
　問題の生じている環境のほかに、きちんと動
作する環境があるなら、両者のログを比較して
みるのも良いでしょう。
　また、sshのバージョンが異なると、暗号方
式の違いなどによりうまく通信ができないこと
があります。

5. sshの設定が期待どおりか確認する
　新しいOpenSSH（6.8以降）であれば、-Gオ

プションを使って、ssh実行時にどの設定を使っ
て接続に行くか確認できます。~/.ssh/config
や/etc/ssh_configでの問題が見つかるかもし
れません。
　同様にサーバ側では、sshdを-Tオプション（テ
ストモード）を使って確認するのも有効です。

今回の技術が
活躍するところ

　今回は、sshの応用とSSHプロトコルを使う
ツールを、少々高度な使い方や設定方法まで踏
み込んで解説しました。ファイアウォールの設
定や、サーバ側、クライアント側、外部のコマ
ンド、名前解決のしくみ、使っているソフトウェ
アやプロトコルのバージョンなど、sshの環境
を整えることは、難しく感じられたかもしれま
せん。しかし、sshを使いこなせば、作業の効
率アップだけでなく、リモート環境でも安全な
通信によって、システム管理者はもちろん、開
発者にとっても強力なインフラ＆ツールとなる
でしょう。
　ホストベース認証の設定方法は紙幅の都合で
今回は掲載できませんでした、ssh（その3）と
して解説する予定です。

次回について

　次回は、テキスト処理（その3）として、テキ
スト処理の大関、横綱、sed＆awkを探検する
予定です。｢

【manで調べるもの
（括弧内はセクション番号）】
ssh(1), ssh-keygen(1), autossh(1), ssh_config(5), 
sshd_config(5), X(7), xeyes(1), xcalc(1), 
xclock(1), xman(1), ping(1), traceroute(1), scp(1), 
sftp(1), tail(1), sshd(8), ssh-keysign(8), hosts.
equiv(5), rsync(1), nautilus(1)(Linuxの み), hosts_
access(5)(Linuxのみ)

今回の確認コマンド

 ▼表1　sshがログを出力する先の例

環境 ログ出力先

Linux共通 /var/log/syslog

Ubuntuなど /var/log/auth.log

CentOSなど /var/log/secure /var/log/messages

macOS /var/log/system.log

第　　回16   ssh（その2）
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Linuxカーネル観光ガイド

Linux 

カーネ
ル 

観光ガ
イド

スです。loopデバイスは、仮想マシンのディス
クイメージや、ISOファイルをmountする際に
よく使われています。
　ここで簡単にアプリケーションからの書き込
みが、どのように loopデバイスを通じて、マッ
ピングされた下のファイルに書き込まれている
のかを見ていきましょう（図1）。
　loop上のファイルシステムに対するアプリケー

loopデバイスの非同
期ダイレクトI/O対応

　6月19日にLinux 4.12-rc6が出ています。こ
の次が最後のRCとなりそうですので、7月始め
のころにはLinux 4.12がリリースされているの
ではないでしょうか。個人的には、Linux 4.12

のあとの、過去のバージョンのstableリリース
を心待ちにしています。Linux 4.9以降において、
md arrayをreadonlyにするとそのarrayへの操
作が再起動までいっさいできなくなるバグにあ
たってしまい、その修正が4.12後にstableに下
りてくるはずですので……。
　今月は仮想マシンイメージファイルをmount

するときなどに使われる loopデバイスを、非同
期ダイレクトI/Oできるようにした機能を紹介
します。

loopデバイスのしくみ
　loopデバイスは、特殊なブロックデバイスの
1つです。通常のブロックデバイスは、HDDな
ど実際のハードウェアに対応しています。一方
で loopデバイスは、ほかのファイルやほかのブ
ロックデバイスの上にマッピングを行うデバイ

  

  

loopデバイスを 
非同期ダイレクトI/O対応に 
する機能
Text：青田 直大　AOTA Naohiro

第64回第64回

VFS

work queue

FS

loop

書き込みI/O
リクエスト 関連付いた

ファイルにwrite

cache

VFS

FS

cache

queueに追加

 ▼図1　loopデバイスのしくみ
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loopデバイスを非同期ダイレクトI/O対応にする機能 第64回第64回

ションの書き込みはVFS（Virtual File System）、
ファイルシステムのコードを通して、loopデバ
イスへの書き込みリクエストになります。この
書き込みリクエストは、loopドライバのloop_
queue_rqという関数に渡され、ここから loop

ドライバによるI/O処理が始まります。
　loop_queue_rqはシンプルな関数です。まず、
渡されたI/Oリクエストに処理開始マークをつけ、
loopデバイスがファイルに結びつけられている
のを確認したうえで、I/Oリクエストを実際に
処理するワークキューにリクエストを追加します。
　このワークキューは、専用のカーネルスレッ
ドで処理されます。各リクエストが読み込みな
のか、書き込みなのか、あるいはフラッシュな
のかなどによって呼び出される関数は違ってい
ますが、書き込みの場合はlo_write_simple
が呼び出されます。この関数は最終的にvfs_
iter_writeを呼び出します。これはカーネル

内でVFSレイヤを使って書き込みを行う関数に
なります。あとは関連付けられているファイル
システムのコードにより、実際のデバイスへの
書き込みが行われることになります。

二重の 
page cache問題

　loopデバイスがvfs_iter_writeを使い、通
常のバッファI/Oで書き込むと、同じデータに
対してpage cacheを二重に確保してしまう問題
が生じます。実際にその問題を、loop上に作っ
たファイルシステム内のファイルにデータを書
くことで見てみましょう。“ext4.img”というイメー
ジファイル上にext4のファイルシステムを作り、
“/mnt/tmp”にmountします。mountコマンドに
より、loopデバイスの“/dev/loop2”が“ext4.

img”に対応付けられます。
　図2のようにddコマンドでfooというファイ

  

$ sudo dd if=/dev/zero of=/mnt/tmp/foo bs=4k count=2
$ sync; sudo bash -c 'echo 1 > /proc/sys/vm/drop_caches'           # 既存のpage cacheを落とす 
$ sudo dd if=/dev/zero of=/mnt/tmp/foo bs=4k count=2 conv=notrunc  # 以下のコマンドを動かしながら実行 
$ sudo ./perf-tools/bin/tpoint filemap:mm_filemap_add_to_page_cache
Tracing filemap:mm_filemap_add_to_page_cache. Ctrl-C to end.
               dd-23820 [004] .... 1203424.716139: mm_filemap_add_to_page_cache: dev 7:2  

ino d page=ffffea000711de80 pfn=1853306 ofs=0
               dd-23820 [004] .... 1203424.716162: mm_filemap_add_to_page_cache: dev 7:2  

ino d page=ffffea000711dec0 pfn=1853307 ofs=4096
            loop2-1724  [001] .... 1203424.716278: mm_filemap_add_to_page_cache: dev 8:3  

ino f8a867 page=ffffea00070c9540 pfn=1847893 ofs=140509184
            loop2-1724  [001] .... 1203424.716296: mm_filemap_add_to_page_cache: dev 8:3  

ino f8a867 page=ffffea00070c9580 pfn=1847894 ofs=140513280
(..中略..)

 # ddのcacheについて調べる 
$ ls -l /dev/loop2
brw-rw---- 1 root disk 7, 2 Jun 12 11:34 /dev/loop2
$ ls -li /mnt/tmp/foo
13 -rw-r--r-- 1 root root 8192 Jun  8 15:23 /mnt/tmp/foo

 # loop2のcacheについて調べる 
$ ls -l /dev/sda3
brw-rw---- 1 root disk 8, 3 Jun  8 18:34 /dev/sda3
$ ls -li ext4.img
16296039 -rw-r--r-- 1 root root 107374182400 Jun 12 11:34 ext4.img
$ sudo /usr/sbin/filefrag -v /mnt/tmp/foo
Filesystem type is: ef53
File size of foo is 8192 (2 blocks of 4096 bytes)
 ext:     logical_offset:        physical_offset: length:   expected: flags:
   0:        0..       1:      34304..     34305:      2:             last,eof
foo: 1 extent found

 ▼図2　通常の I/Oでのpage cacheの挙動
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ルに4KBのブロックを2つ書き込み、syncしま
す。このときに、page cacheがどのように確保
されるかをトレースしてみましょう。トレース
には、perf-tools注1のtpointコマンドを使いま
す。filemap:mm_filemap_add_to_page_
cacheというトレースポイントを対象にします。
追加されたpage cacheが、どのデバイス上（dev）
の、どの inode（ino）のファイルで、どのoffsetの
データに対応しているか（ofs）をプリントします。
　ddを実行することで、図2のようなトレース
が得られます。まず最初の2行を見ると、ddの
プロセスが、デバイス“7:2”上の inode 0xd（=13）
のファイル上のpage cacheを確保していること
がわかります。デバイス“7:2”は、“/dev/loop2”
のことです。すなわち、“/dev/loop2”上のfoo
の分のpagecacheがここで作られていることに
なります。そのあとの2行を見ると、今度は
“loop2”というプロセスが、デバイス“8:3”上の
inode 0xf8a867（=16,296,039）のファイル上の
page cacheを確保していることがわかります。
“loop2”はカーネルスレッドで、先ほどの loopデ
バイス内のworkerにあたります。デバイス“8:3”
は“/dev/sda3”のことで、“ext4.img”を置いてい
るデバイスになります。inode 0xf8a867は“ext4.

img”のことです。すなわち、“ext4.img”の140, 

509,184からと、140,513,280からのそれぞれ
4KBをpage cacheに入れていることになります。
　では、“ext4.img”のこのoffsetにはいったいな
んのデータが入っているのでしょうか？　
filefragコマンドを使ってファイル“foo”のデー
タの物理アドレス、すなわちここでは“ext4.

img”上の位置について見てみます。physical_
offsetの部分を見ると、“foo”のデータは
34,304×4KB(4,096)＝140,509,184から8KBの
領域に書かれていることがわかります。この領
域は、loop2がpage cacheに入れていた領域と
一致します。すなわち、loop2は“foo”に書いた
データ用にpage cacheを作ったということにな

注1） https://github.com/brendangregg/perf-tools

ります。
　このように、loopデバイスが通常のI/Oを行
うと、「loop上のファイルシステム部分」で1つ、
「loopの対象ファイルへの読み書き部分」で1つ
というように、同じデータに対して二重のpage 

cacheを持ってしまうことになります。

どちらのpage cache
を使うか

　通常は、ファイルシステムが動作するブロッ
クデバイスを直接アプリケーションから操作す
ることはありません。したがって、同じファイ
ルに対して2つのpage cacheを持たれるのは単
に無駄にしかなりません。したがって、2つの
cacheのどちらか1つだけを使うようにすれば、
page cacheをよりよく活用できます。
　通常の I/Oではなく、ダイレクトI/Oを使え
ばpage cacheの使用を回避できます。アプリケー
ション側の I/Oと、loopデバイス側の I/Oと、
どちらをダイレクトI/Oにしても、page cache

を1つ削減できます。ここで、loopデバイス側
をダイレクトにするほうが良い理由が3つあり
ます。
　1つ目の理由は、loopデバイス、すなわちカー
ネル側でやってしまえばアプリケーションを書
き換える必要がないという点です。一般にアプ
リケーションはダイレクトI/Oをしていないので、
プログラムの書き換えなどでダイレクトI/Oさ
せる必要があります。一方で、どこにでもダイ
レクトI/Oを使うと、loopデバイス以外へのI/O

ではかえって遅くなる場合があります。したがっ
て適切にI/Oを行うには、I/O先が loopデバイ
スかどうかを意識しながら、通常のI/Oとダイ
レクトI/Oを切り替えなければなりません。こ
のようにアプリケーション側での実装には面倒
が伴います。
　2つ目の理由は、userlandとkernelでのpage

の取扱いの違いにあります。ダイレクトI/Oは、
page cacheを使わずにメモリ領域と直接デバイ
スに対してI/Oを行います。もしI/Oの途中で、

  

https://github.com/brendangregg/perf-tools
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対象のpageがスワップアウトされ、そこにほか
の内容が読まれてしまうと、I/Oの結果が変わ
るというとんでもないことになります。したがっ
て、対象のpageが動かないようにする必要があ
ります。userlandのpageの場合、これにはpage

の“pin”留めが必要です。この作業にはそれなり
のコストがかかります。一方で、kernelのpage

の場合には、pinの必要はありません。
　最後に、よりアプリケーションに近い方が細
かいcacheの制御ができるという点があります。
例として、先ほどのファイル“foo”を削除してい
るときのpagecacheの削除の動きを見てみましょ
う（図3）。tpointでfilemap:mm_filemap_
delete_from_page_cacheをトレースし、どの
pagecacheが削除されるかをプリントします。
rmでファイルを削除し、syncすると inode 0xd 

（=ファイル“foo”）のoffset 0,4096からそれぞ
れ4KBのpagecacheが落ちているのがわかりま
す。つまり、ファイルが削除されれば、そのファ
イルに関するpage cacheは削除できます。その
一方で、loop先のファイルに関するpage cache

はまだ削除されていないのに注目してください。
このようにアプリケーション側のpage cacheを
残す方が、より細かいcacheの制御を活かせます。

非同期I/Oの導入
　3つの理由から、page cacheの重複を解決す
るには、loopデバイスのほうをダイレクトI/O

に書き換える方がよいとわかりました。しかし、
単純に通常のバッファI/Oをやめて、ダイレク
トI/Oを使うとパフォーマンスが低下すること
があります。

  

　fioコマンドを使い、SSDに対して通常のI/O

とダイレクトI/Oを行い、その IOPS（I/O Per 

Second）を比較してみましょう。I/Oパターンは、
シーケンシャルreadと、ランダムreadを使いま
す。結果は表1のようになります。
　結果を見ると、ランダムreadでは通常のI/O

もダイレクトI/Oもそんなに IOPSに遜色がな
い一方で、シーケンシャルreadではダイレクト
I/Oは通常の1/3程度のIOPSとなっています。
どうしてこのような差が出てくるのでしょうか。
　IOPSの差を解明するために、より詳しくI/O

レイテンシを見てみましょう。シーケンシャル
readのバッファI/Oにおいては、レイテンシの
中央値が2μsec（95パーセンタイル値でも2μ
sec）であるのに対して、ほかのケースでは最小
レイテンシでも40μsecほどかかっています。こ
のレイテンシの違いは、シーケンシャルreadの
バッファI/Oにおいては、page cacheが有効に
効いていることに起因します。バッファI/Oの
場合、ディスクに対して先読みがかかり、アプ
リケーションから要求された範囲より後をあら
かじめpage cacheに載せておきます。すると、
多くのI/Oは先読みで、page cacheに載ってい
るデータを読んでくればよく、レイテンシが小
さくなります。一方で、ランダムreadではpage 

cacheにhitしないため、あるいはダイレクトI/O

ではpage cacheを使わないために、ディスクへ
のアクセスがどうしても必要となり、レイテン
シの下限が大きくなります。
　page cacheを使わないダイレクト I/Oで、

$ sudo rm /mnt/tmp/foo; sync  # 以下のコマンドを動かしながら実行 
 # ファイル削除にともなって、そのファイルについてのpage cacheが削除される 
$ sudo ./perf-tools/bin/tpoint filemap:mm_filemap_delete_from_page_cache
               rm-4418  [007] d... 144577.796204: mm_filemap_delete_from_page_cache: dev 7:2  

ino d page=ffffea000ef3d140 pfn=3919685 ofs=0
               rm-4418  [007] d... 144577.796214: mm_filemap_delete_from_page_cache: dev 7:2  

ino d page=ffffea000ef6ba40 pfn=3922665 ofs=4096

 ▼図3　ファイル削除とpage cacheの削除

シーケンシャル ランダム
 バッファI/O 66,053 7,801
 ダイレクトI/O 20,447 7,947

 ▼表1　 シーケンシャル readとランダム readの IOPS
比較
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IOPSをより改善することはできないでしょうか。
実は上記のI/Oパターンは、現代的なディスク
においては、ディスクを完全に使用できていま
せん。現代的なディスクは、ディスク内部にも
I/Oキューを持ち、一度に複数の I/Oリクエス
トを処理できます。たとえば、“/sys/block/

sda/device/queue_depth”を見ると“31”とあるよ
うに、31個までI/Oリクエストを送り込むこと
ができます。ところが、上記のパターンでは一
度に1つの I/Oリクエストしかディスクに送り
込んでいません。
　複数のI/Oを同時に送り込むにはどうしたら
いいでしょうか。1つの方法は、今の同期ダイ
レクトI/Oのまま複数のスレッドを使うことです。
しかし、複数のスレッドを使うとコンテキスト
スイッチの回数も増加し、パフォーマンスの悪
化を招きます。そこで、非同期I/Oを用いて複
数のI/Oリクエストをディスクに送るようにし
ます。ふたたびfioで実験してみましょう。
--enginge=libaioとして非同期 I/Oを使い、
--iodepth=31と最大31個までのI/Oリクエス
トを送り込んでみます。
　結果は表2のように同期ダイレクトI/Oに対
して、シーケンシャルで20,447から48,755、ラ
ンダムで7,941から43,790と改善を見せていま
す。とくにランダムにおいては、同期バッファ
I/Oよりも速くなっています。ランダムI/Oの
場合、pagecacheがあまり効かないので、非同

期I/OでI/Oリクエストの数を増やす方が効果的
ということですね。逆にpage cacheの効きやすい
シーケンシャルでは、まだ同期バッファI/Oの方
が勝っています。iodepthの数を512などと増や
すことでその差は縮まりますが、それでも勝つこ
とはありません。
　このように、ダイレクトI/Oでは非同期I/Oに
して、ディスクに複数のI/Oリクエストを送るの
が望ましいことがわかりました。loopデバイスで
ダイレクトI/Oを使う場合でも、非同期I/Oが使
われるようになっています。

ダイレクトI/Oを有効に
する

　loopデバイスでダイレクトI/Oを有効にする方
法を見ていきましょう（図4）。まずファイルシス
テムのイメージファイル“fs.img”をmountします。
すると、mountコマンドが自動的に空いている
loopデバイスをセットアップしてmountします。
losetupコマンドを使うと、現在の loopデバイス
の設定状況を見ることができます。先ほどの“fs.

img”が“/dev/loop0”にセットアップされているこ
とがわかります。ここで“DIO”のフィールドが0

になっていることに注目してください。これが
loopデバイスがダイレクトI/Oを使うかどうかを
示すフィールです。このようにデフォルトではダ
イレクトI/Oを使わない設定になっています。
　ダイレクトI/Oを使うにはlosetup --direct 
-ioを使います。このコマンドで、その loopデバ
イスでダイレクトI/Oを有効にできるかどうかが
検査され、ダイレクトI/Oが有効になります。実
際losetupで見ても、“DIO”が1に変わっている
のがわかります。逆に無効にしたい場合は、-- 

direct-io=offを使います。
　ここでダイレクトI/Oが有
効にできるかの検査があると
言いました。ダイレクトI/O

を使うためには、いくつかの
条件があります。1つは loop

デバイスとファイルのあるデ

  

シーケンシャル ランダム
iodepth = 31 48,755 43,790
iodepth = 512 57,303 43,834

 ▼表2　非同期 I/Oを用いた場合の IOPS比較

$ sudo mount fs.img /mnt/tmp
$ losetup
NAME       SIZELIMIT OFFSET AUTOCLEAR RO BACK-FILE           DIO
/dev/loop0         0      0         1  0 /home/naota/fs.img   0
$ sudo losetup --direct-io /dev/loop0
$ losetup
NAME       SIZELIMIT OFFSET AUTOCLEAR RO BACK-FILE           DIO
/dev/loop0         0      0         1  0 /home/naota/fs.img   1
$ sudo losetup --direct-io=off /dev/loop0

 ▼図4　ダイレクトI/Oを有効にする
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バイスのブロックサイズの関係による制限です。
ブロックサイズは /sys/block/sda/queue/
logical_block_sizeなどで確認できます。ダ
イレクトI/Oを行うためには、loopのブロック
サイズが、ファイルデバイスのブロックサイズ
以上である必要があります。そうでない場合、
すなわち loopのブロックサイズがファイルデバ
イスのブロックサイズよりも小さいとどうなる
でしょうか。アプリケーションから loopへの書
き込みのとき、loopのブロックサイズの方が小
さいために、ファイルデバイスに書き出すには
データが不足することになります。この不足し
た部分は一度ファイルデバイスから読み込む必
要があるので、結局バッファI/Oと同じことを
してしまうことになります。したがって、図5
のようなケースではダイレクトI/Oを使うこと
ができないのです。
　2つ目の条件として、loopデバイスのファイル
へのマッピング位置は、ファイルデバイスのブロッ
ク単位にアライメントされている必要があります。
loopデバイスはファイルの任
意の位置を先頭として、マッ
ピングできますが、この位置
のアライメントがずれている
と、サイズが不足する場合と同
様にダイレクトI/Oができな
くなります（図6）。

非同期ダイレクト
I/Oの効果

　loopデバイスを非同期ダイ
レクトI/Oにすることで、実
際にどのような効果が出るの
でしょうか。今回のpatchの
作者が測定した結果があるの
で、それを見ていきます。
　作者の実験では、4つの仮
想CPU、2GBのRAMのKVM

環境で、loopデバイスをSSD

上に置いています。ここで

  

SSDを使っているのは、その高いIOPS性能を
活かして、IOPSで差が出るようにするためだ
と思われます。ワークロードとしては、fioを使
い4つのプロセスでそれぞれ1.5GBのファイル
に読み書きを行います。
　まず、read/writeをそれぞれシーケンシャル
とランダムとで行ったときのIOPSを見てみま
しょう。結果は表3のようになっています。こ
のように、作者の実験によれば非同期ダイレク
トI/Oにすることで、どのワークロードにおい
ても、既存の同期バッファI/OよりもIOPSが
改善しています。一般には、readでは同期バッ
ファI/Oの方が非同期ダイレクトI/Oよりもパ
フォーマンスがいいのに対して、この測定では
readにおいても非同期ダイレクトI/Oの方が良
いIOPSを出しています。これはダイレクトI/O

によって同一の内容に対するpage cacheが減っ
たことで、ほかの部分へpage cacheが割り当て
られるようになったおかげだと考えられていま 

す。｢

$ grep . /sys/block/{sda,loop0}/queue/logical_block_size
/sys/block/sda/queue/logical_block_size:512
/sys/block/loop0/queue/logical_block_size:512

 ▼図5　ブロックサイズの確認

loopに書き込んだブロックから、
ダイレクトI/Oができる

（loopブロックのサイズ）≧
（ファイルシステムのブロックサイズ）

（loopブロックのサイズ）＜
（ファイルシステムのブロックサイズ）

Aloopブロック

ファイルシステム
ブロック

この部分のデータを読み込まなければならず、
ダイレクトI/Oできない

×

 ▼図6　ダイレクトI/Oができないケース

read ランダムread write ランダムwrite
 同期バッファI/O 113,811 8,015 106,978 67,442
 非同期ダイレクトI/O 125,040 8,136 111,376 67,811

 ▼表3　 loopデバイスを非同期ダイレクトI/Oにし、シーケンシャルとランダム
で read/writeする
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ナルの目的、種類や特性などの説明から始まりまし
た。おもに使われるシグナルにはどのようなものが
あり、それらがどう使われているのか、シグナルを
発生する／させるためのメカニズムの説明がありま
した。また、それら以外にはどのようなシグナルが
あるのかという点も紹介されました。
　その後、シェルスクリプトからシグナルを使う手
段として、trap(1)やkill(1)を使い、プログラムなど
を作成していく方法が説明されました。シグナルの
中には、シェルスクリプトで作成しているときには
ほとんど発生しないが、C言語などでプログラムを
作成しているとよく発生するシグナルも多いとのこ
とでした。また、ユーザが自由に使えるシグナルも
あり、その一例としてGNU dd(1)でどのように使
われているかという点が紹介されました。続いて、
シグナルの中でも特権的な動作をするものについ
て、必要な理由や、使われ方が説明されました。最
後に、初期のころのシグナル、中期のBSDシグナ
ルなど、シグナルの発展の歴史について説明され
て、全体をまとめられました。
　このあと、お昼休
みまでしばらく時間
がありましたので、
上田さん（写真2）と
交代されました。上
田さんは端末を使い、
シェルスクリプトを
作成、実行しながら、
シグナルの使い方を
実演しました。シグ

　今回は4月に実施したシェル勉強会について報告
します。

	 ■jus・USP友の会共催 シェル勉強会／

	 　シェルワンライナー勉強会

	【講師】今泉 光之（USP友の会）、

	 	 上田 隆一（USP友の会）

	【日時】2017年4月22日（土）10:00〜18:00

	【会場】さくらインターネット㈱

	 	 西新宿セミナールーム

■はじめに

　USP友の会と共催し、「第10回初心者向けなのか
と百条委員会化する午前のシェル勉強会／第28回
基準値を超えるシェル芸勉強会」を開催しました。
　今回は28名の参加がありました。会場は西新宿
にあるさくらインターネットのセミナールームでし
た。今回も有志によるサテライト会場が大阪と福岡
に設けられ、ネットワークで接続されて開催されま
した。午前の部は今泉さんの講義と上田さんによる
実演、午後の部は、上田さんが講師を担当されまし
た。その後、懇親会とLT大会が同じ場所で開催さ
れました。

■午前の部

　午前の部はスクール形式にて、今泉さん（写真1）
からUNIXで使われているシグナルをテーマにした
勉強会がありました。自己紹介があったのち、シグ

シェル勉強会／シェルワンライナー勉強会

写真1　今泉光之 氏

シグナルもsedもこわくない？　シェル芸勉強会

NO.70
August 2017

日本UNIXユーザ会　http://www.jus.or.jp/
りゅうちてつや　RYUCHI Tetsuya　ryuchi@ryuchi.org

http://www.jus.or.jp/
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ナルの種類を確認し、どのような動作が期待される
か解説しながらシェルスクリプトを作成／実行し、
実際にどのような挙動が端末で見られるかというこ
とを試されていました。

■午後の部

　午後の部は室内のレイアウトを変更して、5～6人
ずつの班を作り、参加者同士で問題に取り組む形式
で開催されました（写真3）。この形式は、お互いに
疑問やヒントを出し合いながら進めていくことで、
難しい問題でも楽しく取り組めていけると感じてい
ます。
　講師からは、近況やシェル芸についての説明に続
き、今回のテーマについての説明がありました。今
回のテーマは、用意されたLaTeXの原稿からいろ
いろなデータを取り出すことがメインでした。これ
は、講師が書籍の執筆において、LaTeXで作成した
原稿から編集に必要なテキストを作成するときに
行った作業をもとに問題を作成されたそうです。
　LaTeXは文書作成ソフトウェアとして長く使わ
れていますが、XMLのような構造を持たないため、
シェル芸で扱うには少し複雑なようです。そこで今
回は汎用的なものは目指さず、どんな原稿に対して
も使えるものではなく、示された原稿に対して正し
い解答を求められればOKとするものとなりまし
た。たとえば脚注を探す問題では、脚注の終わりは
必ず「。」（句点）で終わることを前提として解答が作
成されていました。LaTeXの文法では、脚注の終わ
りは必ずしも「。」ではありませんが、今回の勉強会

ではこれでOKでし
た。
　問題は全部で8問
あり、sedの基本的な
使い方の問題から始
まり、文書の中から
ほしいセクションを
取り出したり、ファ
イルに保存したりす
るような問題が次々

と出されていました。これらを参加者が協力して解
いていきました。しかし、講師は事前に解答例を作
成して準備されてきているはずなのに、会場でうま
く解けないというハプニングがありました。

■ネットワークを通じて遠隔での参加も可能

　それから、今回もネットワークを使って勉強会の
様子が配信されていたことから、解答はTwitterで
も寄せられていました。ネットワークを通じて同じ
時間を共有することも楽しいですし、実際に会場に
参加して生で意見を交換しながら進めていくのも楽
しいものだと、今回も感じることができました。
　なお、Twitterでは「#シェル芸」のハッシュタグで
意見交換を行っています。勉強会が開催される日に
関係なく多くの人が投稿／閲覧していますので、質
問があればつぶやいてみると、詳しい人が答えてく
れるかもしれません。

■懇親会／LT大会

　いつもは無事に8問の問題が終わるのですが、今
回は講師の解答例のハプニングなどちょっと気がか
りなことを残しながらの終了となりました。終了後
はさくらインターネットのご好意で、同じ会場でビ
アバッシュ形式での懇親会を開催しました。今回も
自己紹介とLT大会が開催されました。LT大会も、
発表者が公開できないとされたもの以外は、ネット
ワークで中継されました。｢

写真2　上田隆一 氏 写真3　午後の部の様子

シグナルもsedもこわくない？　シェル芸勉強会 August
2017
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あなたのスキルは社会に役立つ

　5月26日と27日の2日間、両国にある国際ファッ
ションセンターKFCホールにて、「災害時の連携を
考える全国フォーラム」が開催されました。これは、
災害時に支援を行う者同士が平時から連携を進める
ための場として開催されているもので、今年が第2

回目となります。
　筆者は一般社団法人情報支援レスキュー隊（IT 

DART）の一員として、2日目に参加してきましたの
で、そのレポートを行います。
　また、筆者は東京都が設置した「ICT先進都市・東
京のあり方懇談会」の「公共データ活用分科会」にも
技術者を代表する有識者として参加していますが、
それらの活動の中から見えてきたオープンデータ活
用についての課題と可能性も特別コラムとしてまと
めました。

災害時の連携を考える
全国フォーラム
　災害時には官民問わず、多くの支援団体や支援者
が活動を行います。被災地入りする者もあれば、後
方支援を行う者もいます。それぞれに支援内容は異
なり、得手不得手もありますので、支援の効率性を
高め、被災した地域の実情にあった活動を行うため
には、各団体間の連携は不可欠です。そのような連
携を平時から進めるために開催されるのが、「災害
時の連携を考える全国フォーラム」です。
　主催は特定非営利活動法人全国災害ボランティア
支援団体ネットワーク（JVOAD）であり、災害支援
を行う団体から構成される団体注1です。

　第2回目となる今回のフォーラムは2日間かけて
行われ、1日目のテーマは「過去の災害の教訓と、今
の連携を学ぶ」で、2日目のテーマは「連携について、
今後の課題解決を考える。」となっていました。筆者
が代表理事を務めるIT DARTはおもに2日目を中
心に参加してきました。

熊本地震から考える、
支援のコーディネーション

　2日目の全体セッション1はパネルディスカッ
ションとなっており、行政関係者、支援団体、メ
ディアとともに、IT DART理事の村上明子氏が登
壇しました。セッションタイトルは「熊本地震から
考える、支援のコーディネーション」です。
　1年前に起きた熊本地震では、被災した住民から
はTwitterなどのソーシャルメディアを通じて、
困っていることなどが発信されましたが、そのニー
ズをどのように支援側は活用できたのか、今後に向
けてどのように取り組むべきかが議論されました。
　村上氏からは、Yahoo! JAPANから提供された検
索データとして、「熊本地震」というキーワードとと
もに検索されたキーワードの変遷（4月と5月）や同
じく4月と5月にTwitterで「熊本地震」とともにつ
ぶやかれたキーワードが示され、その相違点などが
それぞれのメディアを利用する世代の違いにもある
と考察されていました。
　また、IT DARTがIBMより貸与を受けている
IBM Watson Explorerを用いた、熊本地震関連の

Hack For Japan

第68回

2011年3月11日の東日本大震災発生の直後にHack For Japanは発足しました。
今後発生しうる災害に対して過去の経験を活かすためにも、エンジニアがつながり
続けるためのコミュニティとして継続しています。防災や減災、被災地の活性化や人
材育成など、「エンジニアができる社会貢献」をテーマにした記事をお届けします。

●Hack For Japanスタッフ　及川 卓也（おいかわ たくや）　 Twitter  @takoratta

災害時の連携とオープンデータ災害時の連携とオープンデータ

あなたのスキルは社会に役立つ

注1	 現在、22団体から構成されています。	 	
http://jvoad.jp/#join

http://jvoad.jp/#join
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ツイートの分析も発表されました。それによると、
リツイートを除く各避難所でのつぶやきは1避難所
あたり全期間でも1～2程度であったことや、今回
の地震で特徴的だった「車中泊」については恐怖や不
安という感情とともにツイートされていたことがわ
かります（図1）。
　また、品不足については、東日本大震災と熊本地
震とで「水」に関連したつぶやきを時系列で追うこと
で、それぞれのニーズの違いも浮き彫りになりまし
た（図2）。
　このような分析を通じて、村上氏は「ソーシャル
でわかることは限定的であり、すべての状況を把握
することは不可能。しかし、現地調査をする前の情
報把握など、有効な使い道がある。遠隔リソース
（後方支援）などの1つとして活用していくと良いの
ではないか」と結びました。

災害時における支援の必要な
情報の集約

　午後には8つの分科会が開かれました。そのうち
の1つがIT DARTの代表理事宮川祥子氏がコー
ディネーターを務める「災害時における支援の必要
な情報の集約」です。
　この分科会ではフォーラム全体のテーマともなっ
ている、支援団体間の支援状況の可視化と調整を議
論しました。支援状況の可視化と調整とは簡単に言
うと、誰（Who）がどこ（Where）で何（What）をして
いるか、いわゆる3Wを可視化し、必要に応じて調
整を図ることです。
　そんなことはすでにやれているのでは？と思われ
る読者の方もいらっしゃるかもしれませんが、災害
発生時には情報が錯綜し、1団体内であっても正し
い情報を共有することは簡単ではありません。とく
に発災直後は状況が刻一刻と変化することもあり、
情報をきれいにまとめ、他団体に共有する余裕など
まったくないことも多くあります。
　このような課題に対して、IT DARTは昨年の
フォーラムで可視化のデモシステムを構築し、南海
トラフ地震が起きたという想定でシミュレーション
を行いました（図3）。
　今回はさらに実用に近いものを構築し、分科会で

参加者に実際に試してもらいました。昨年は
Googleスプレッドシートのフォーム機能とGoogle

マップを使ったものでしたが、今回はインター
フェースにはサイボウズのkintoneを用い、地理情
報空間システム（GIS）にはQGISを用いました。

▼▼図1　車中泊に関連したツイートの感情分析

▼▼図2　�熊本地震と東日本大震災で「水」に関するツイートの
傾向の違い

▼▼図3　�昨年行った災害時の支援状況の可視化による連携・
調整のシミュレーション。地図上に支援に入ってい
る団体の量がヒートマップで示されており、枠内で
はその実際の数値が見える
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　参加者は実際に支援を行う団体の代表という立場
として、スマートフォンやPC、またはタブレット
から先ほどの3Wを入力してもらいました。結果は
IT DARTスタッフがQGISで加工し、PDFで公開
します（図4）。
　kintoneを用いた理由はマルチプラットフォーム
に対応したユーザフレンドリーなシステムが構築で
きるためです。参加者からはスマートフォンアプリ
としての提供も検討してはどうかという意見も出ま
したが、現地の状況に合わせてシステムの機能や入
力項目が変わっていく可能性もあるので、慎重に検
討しています。
　また、GISにQGISを用いたのは、オープンソー
スであり無料で使えることと、好きな出力フォー
マットを選べ、情報もカスタマイズ可能なためで
す。Googleマップのように、入力した情報が即座に
Webで見られることは魅力的ではありますが、実
際の被災地ではネットが不安定なことも多く、紙で

配布された情報のほうが重宝されることから、優先
度が低いと判断しています。
　参加者からは、入力を各団体に任せるのは難しい
のではないかという意見や、PDFのファイルサイズ
をもっと軽量にしてほしいなどの活発な意見が出さ
れました。s

▼▼図4　�分科会で用いた支援状況見える化システム。各団体
が入力した支援状況（3W）を自動集計・地図情報と
して見える化した

　現在、日本は政府主導でオープンデータの活用を進
めています。6月9日に閣議決定された「未来投資戦略
2017注A」においても、建設分野の情報化としてオープ
ンデータ化を進めることが明言されたのに加えて、分
野横断施策として、公共データの利活用基盤や制度の
構築、地方自治体職員を含む人材育成の強化と規制改
革などが含まれています。
　これを受けるような形で、東京都でも世界的なIT先
進都市としてのデータの活用を進め、高度な都民サー
ビスの提供を目指し、「ICT先進都市・東京のあり方懇談
会注B」を設置しています。筆者はこの下の「公共データ
活用分科会」に構成員として参加しています。ここでの
議論内容は都市の情報セキュリティに関わる内容も含
むため非公開となっていますが、筆者が都職員の方に
お話する際に考えたことなどを説明することで、オー
プンデータ活用の課題と可能性が見えてくるのではな
いかと思います。
　オープンデータはW3Cが定義した「5」を最高とする

レーティングがあります注C。図Aにあるように、PDF
よりもExcel形式。Excel形式よりもCSV。CSVよりも
RDF（Resource Description Framework）。そしてで
きるならば、LOD（Linked Open Data）が推奨されて
います。
　国や自治体もこの推奨に則り、できるだけPDFや
Excel形式でなく、CSVやXML（RDF）での公開を心が
けるようになっています。しかし、筆者はあえて、

「フォーマットにこだわらずに、まずはどんな形式でも
良いので公開してください」とお願いするようにしてい
ます。
　公開されさえすれば、フォーマットの変換はどうに
かなります。Excelもプログラムから必要なデータを抽
出することはできます。場合によっては、セマンティ
クス性が完全に失われてしまったCSVよりも扱いやす
いこともあります。また、いざとなれば、どんな
フォーマットであったとしても人力でデジタル化はで
きます。自動化や効率性を考えると人力で処理するの

オープンデータ活用の課題と可能性Column

注A	 http://www.kantei.go.jp/jp/headline/pdf/seicho_senryaku/2017_all.pdf
注B	 http://www.soumu.metro.tokyo.jp/13it/ictconf/index.html
注C	 https://www.w3.org/DesignIssues/LinkedData.html

http://www.kantei.go.jp/jp/headline/pdf/seicho_senryaku/2017_all.pdf
http://www.soumu.metro.tokyo.jp/13it/ictconf/index.html
https://www.w3.org/DesignIssues/LinkedData.html
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は避けるべきことですが、データが公開されずに利用
できないことに比べれば、本当に価値のあるデータな
らば、そのフォーマットはなんであれ、まずは公開さ
れることのほうが大事です。
　データの公開に積極的になれない自治体などが多い
ようですが、その理由は何を公開して良いかわからな
いためであったり、データが悪用されることを心配し
ているためのようです。しかし、自治体が保持する
データはもともとは市民・住民のものです。情報公開法
で請求すれば入手できるような情報や、紙媒体では公
開しているような情報はオープンデータとしてすべて
公開してしまって問題ありません。
　オープンデータとして公開しても使われないのでは
ないかという不安もあるようです。筆者も自治体の方
に、どんなフォーマットでも良いから公開してしまい
ましょうと言ってはいるのですが、その結果、ちゃん
と努力に見合うだけの利用があるかは保証できません。
　たとえば、議会の議事録をテキストで公開してある
だけでも、テキストマイニングすればいろいろなこと
がわかります。議員の発言回数を時系列で見られたり、
どのような内容の発言が多いのかも知ることができま
す。しかし、これにしても、国会ならば多くの方が興
味を持つでしょうし、技術者もいろいろと解析したい
と思うでしょうが、小さな自治体の場合、そもそも人
口が国や都道府県に比べれば少ないので、どれほど興
味を持たれるかわかりません。
　つまり、オープンデータとして公開したデータが興味
を持たれるかどうかは、そのデータのフォーマットなど
にあるのではなく、そのデータの中身、もっと言うと地
方自治体の場合ならば地方自治や行政にどれだけ興味が
持たれているかしだいなのです。言い方を変えると、
オープンデータへの興味は市民の政治参加意欲や行政と
住民の距離のバロメーターということです。オープン
データを阻害するのは、行政側の非積極性だけでなく、

市民の行政や政治への無関心にもあるのです。
　また、オープンデータが活用されないのは、それが
オープンデータだからという「オープン」の特性にある
のではなく、そもそものデータが活用されにくいもの
である可能性もあります。
　理想としては、地方自治体の内部、すなわちクロー
ズドな環境の中でかまわないので、データの利活用が
進んでいることです。A部署のデータがB部署やC部署
でも活用されているならば、このA部署のデータは確
実に「使える」ものとなっているはずです。これを公開
できるかどうか判断し、公開できるようならば、「使え
た」実績のあるデータがオープンデータ化されることに
なるのです。
　しかし、実態は“オープンデータとして使うために”
データが生成されています。使われた実績のないデー
タが公開され、そしてやはりどこか使いにくいため使
われない。使われないデータが公開され続け、市民の
税金が無駄に使われ続ける。そのような事態を避ける
ためには、自治体内部のIT化を進め、自分たちが活用
できているもののうち公開できるものを公開していく
というアプローチに変えるべきです。
　以上が筆者が東京都の活動やそのほかの自治体職員
などとの意見交換などをするなかから見えてきた課題
です。
　これらの課題は、ただ、裏返せば可能性そのもので
す。市民の政治参加の話も、オープンデータを活用し
たワークショップなどを開くことで、オープンデータ
を契機に進むでしょう。自治体内のIT活用も、オープ
ンデータとして用意するデータを、同時に自治体内で
活用するように進めていけば良いでしょう。
　オープンデータの公開は利用者視点で行うべきです
が、その利用者としての市民の参加を促すとともに、
自分たちも利用者となっていけば良いのです。

OL ：オープンライセンス
RE ：機械可読性
OF ：ノンプロプライエタリ
URI ：W3C 標準に則った特定可能性
LD ：データのリンク可能性

OL
★

PDF

OL RE
★ ★

XLS

OL RE OF
★  ★  ★

CSV

OL RE OF URI
★  ★   ★   ★

RDF

OL RE OF URI LD
★  ★  ★   ★   ★

LOD

▼▼図A　オープンデータのレーティング
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はじめに

　Googleスプレッドシートなど
のクラウド上のデータ管理が行
えるシステムへと発展してきた
表計算ソフトウェアですが、
1980年代のパソコン黎明期には、
まだ簡易言語とも呼ばれていま
した。日本においては、IBM-
PC版に遅れること3年、日本語
版L

ロータス

otus 1
ワンツースリー

-2-3が発売されるま
では、一般ユーザにはあまり馴
染みがないアプリケーションだっ
たのです。今回は、この表計算
アプリケーションの歩んで来た
道のお話をしましょう。

簡易言語の登場

　1980年、ソード社では独自の
パソコンを発売しており、その
上で動作する簡易言語PIPS注1

を発表します。当時のパソコン
では業務用のソフトウェアは、
BASIC言語を駆使して、担当
者が大きな労力をかけて自分で
作成することが多かったのです。
　そこで登場するのが簡易言語

注1） 現在Windows版The PIPSがフリー
ソフトウェアになっています。http://
www.toshiba-tops.co.jp/archives/
pips/download.html

です。画面上で表データを作成
し、そのデータをコマンドや簡
易な計算式で計算させ、その操
作手順を記録すればプログラム
作成となります。PIPSは、そ
の発想と機能から注目を集め、
ソード社製のパソコンと共に売
り上げを伸ばしました。しかし、
ソード以外のパソコンでは使え
なかったため、大きく普及する
ことはありませんでした。

表計算ソフトウェア
の進化

　海外では、1979年に登場した
Personal Software社（後のVisi 
Corp社）のV

ビ ジ カ ル ク

isiCalcが、大きく
普及していました。VisiCalcは、
表計算ソフトウェアの原型とな
る非常に革新的なソフトウェア
で、パソコンが実用的に利用で
きることを証明して広く使われ
るようになりました。VisiCalcは、
MOS Technology社のMOS 6502
（Apple IIのCPU）用のアセンブ
リ言語で作成されており、その
高速性と高機能性で、Apple II
のキラーアプリとなり、売り上
げにも大きく貢献しました。
　BASIC言語の販売では圧倒
的な地位を築いていたMicrosoft
社もVisiCalcの成功をみて、表

計算ソフトの製作に着手するこ
とになります。
　そこに登場したのが三菱電機
の16bitパソコン、MULTI 16で
す。1981年12月に発表された
MULTI 16は、1982年に発売
されたPC-9801より1年近く先
行しており、16bitパソコンの原
型注2となる優れたハードウェア
設計でした。さらにDOS（Disk 

Operating System）としてCP/M-
86を採用し、ROM BASICや漢
字ROMを使わずにDOS上で
フォントを読み込んでシフト
JIS方式の漢字表示も実現して
いました。そしてこの高機能性
を活かしたビジネスソフトウェ
アとして、Microsoft社が開発 
したばかりのCP/M-86上の
M
マ ル チ プ ラ ン

ultiplanを採用するのです。そ
れを追って、1982年10月にIBM-
PC用のMS-DOS版Multiplan
が発売されます。
　Multiplanは、1983年にアス
キー社からPC-9801版が発売さ
れ、日本でも表計算ソフトウェ
アが使われるようになります。
しかし、Multiplanは汎用性が高

注2） MP-1605。Intel 8088（4.44MHz）、
メインメモリ384KB、画面解像度は
640×400ドット（ドットごとに8
色）、5.25インチ FDDを2台搭載。
123万円。

第6８回

速水 祐（はやみ ゆう）　http://zob.club/　  twitter   @yyhayami

表計算ソフトウェア
〜簡易言語からMultiplan、Lotus 1-2-3へ

温故知新
ITむかしばなし

http://zob.club/
http://www.toshiba-tops.co.jp/archives/pips/download.html
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くなるようにDOS上で動作する
設計で、C言語で作成されてい
たため注3、画面書き換えやスク
ロールなどの処理が遅くなって
いました。
　最大の表の大きさも、255行
×63桁しか表現できなかったの
ですが、複数の表（シート）間で
のデータリンクや計算ができま
した。
　IBM-PCの世界では、Multi 
planが登場した次の年の1983
年にロータス社のLotus 1-2-3
（以後1-2-3と略）が登場します。
1-2-3は、IBM-PCのハードを
活かして8086アセンブリ言語で
作成されていたため、動作が高
速で、その名前の由来となる、1（表
計算）、2（グラフ作成）、3（デー
タベース）の3つの機能に加え、
マクロ機能も備える高機能な表
計算ソフトウェアでした。そし
てVisiCalcとApple IIの関係と
同様に、IBM-PCのキラーアプ
リケーションとなり、さらに圧
倒的に双方の売り上げを伸ばし
ていくのです。
　日本においては、1986年に
MultiplanがVer 2.0になり、
4,095行×255桁と大きな表を扱
うことができるようになり（メモ
リが許せば）、4倍以上の高速化
とマクロ機能も追加となり、日
本語版1-2-3の登場に備えるこ
とになります。
　満を持して、1986年9月に日
本語版1-2-3が登場します。日
本語版はフロントエンドプロセッ
サ（漢字変換）に管理工学研究所

注3） 当時は十分なCPUパワーがなかった
ため、高速化を求める場合はC言語
ではなくアセンブリ言語が使われて
いました。

の松茸を標準で
付 け、PC-9801
についての高い
技術力を持つ同
社の力を得て移
植開発が行われ
ました。動作ス
ピードも圧倒的
であり、その高
機能性から日本
でも本格的に表計算ソフトウェ
アが普及していきます。

Multiplanの操作

　Multiplanは、1-2-3や Excel
と異なり、行番号も桁番号（Excel
はアルファベット文字）も数値 
を用います（図1）。たとえば3行
4桁のセルは「R3C4」と表しま
す注4。7行3桁のセルと7行4桁
のセルを加えた値は、「R7C3+ 
R7C4」として「R7C6」に入力する
と（①）、その結果が表示され、
値が変わるとリアルタイムに計
算結果も変化します。
　今では当たり前のことですが、
当時は画期的なことだったので
す。セルの位置情報は相対的に
も記述でき、自分の位置と同じ
行で3桁前と2桁前のセルの合
計を求めるためには RC[-3]+ 
RC[-2]とできます（②）。
　この記述方法を使うとコピー
コマンドで下のセルに同じ計算
式が設定されてもその行の値で
正しく計算ができ、また並び替
えを行っても式を修正せずに高
速ソートができたのです。　

注4） R1C1形式と呼ばれ、当時の1-2-3や
現在のExcelでも設定すれば今でもこ
の形式のデータは扱えます。

その後の表計算ソフ
トウェア

　1-2-3が普及すると、多くの
業務をその上で実現することが
試みられました。すると、表の
大きさの限界が問題になってき
ました。画面の表示では8,192
行×256桁まで可能なのですが、
PC-9801の640KBのメモリの
限界により、十分な表エリアが
確保できなかったのです。そこで、
メモリの拡張規格であるEMS
（Expanded Memory Specifi 
cation）メモリが使用されるよう
になっていきます。
　パソコンはPC-9801、表計算
は1-2-3、ワープロは一太郎が、
標準になっていました。この状
況は数年続きましたが、ここに
Windowsの波が押し寄せます。
Windowsアプリの開発には
Microsoft社に一日の長があり、
一太郎も1-2-3もWord＋Excel
の後塵を拝することになります。
1985年 Windows 95の発売と
32bit化したMicrosoft Office 
95（Word+Excel）によりOffice
の時代になりました。次は
Google社などのクラウドを活用
したシステムになっていくので
しょうか。｢

温故知新 ITむかしばなし
表計算ソフトウェア〜簡易言語からMultiplan、Lotus 1-2-3へ

 ▼図1　Multiplanのセル表示
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データの保存先としてはもちろん、情報共有に使われる定番のアプライアンスといえばNAS（Network Attached 
Storage）。ひと口にNASといっても、現在ではさまざまな製品が市場に出回っていますが、中でも人気のブラン
ドがNETGEARの「ReadyNAS」シリーズです（図1）。ここでは、その中から最新の機種を取り上げ、さまざまなシ
チュエーションでNASを運用し、その実力を試してみたいと思います。	   Author   中山 一弘 （なかやま かずひろ）

ReadyNASひとめぐり

Test Report

〜 大切なデータの保護に耐えうるか実力を試す！〜
NETGEAR ReadyNAS徹底運用NETGEAR ReadyNAS徹底運用

NAS には 
いろいろあれど

データの保存先としてNASが好まれる理由
はさまざまですが、最も大きいのは、簡単に導
入できる点と、要件に見合った製品が選びやす
いことでしょう。たとえば、すでにファイルサー
バを持っているような企業でも、プロジェクト
単位やチーム単位で情報共有をしたい場合、共
有フォルダが欲しくなります。しかし、そのつ
ど情シスに依頼しなくてはならなかったり、要
件や共有ユーザがコロコロ変わるようなケース
では、それすらめんどうです。
フットワークの軽いNASなら、要件に応じ
た容量の製品をネットワークに接続するだけで
使えます。これは中小企業やSOHOにも当て
はまるので、扱いやすく、製品も豊富なNAS

が選ばれるのだと思います。
筆者はライティングと企画／編集をメインにし
た編集プロダクションを経営しています。編集プ
ロダクションとは、いわゆるコンテンツ制作業
者で、あらゆる媒体へ向けて記事やWebページ、
カタログやチラシといったコンテンツ作りのお
手伝いをしている会社です。こういった仕事です
から、データは大小さまざまな形で毎日活用し
ています。クライアントや版元はもちろん、同じ
制作業者ともデータのやりとりをするわけです。
かつてはCD-ROMにデータを焼いて郵送、
なんていう時代もありましたが、最近はストレー
ジサービスを使うことが多くなりました。現在
ではクラウドサービスという名前に変わりまし
たが、要はネットワーク上のサービスを使って

データのやりとりをするのが主流だったのです。
それまでこれといって不便は感じなかったの

ですが、筆者の職業においても大きな変化があ
りました。それは動画コンテンツの台頭です。こ
れまでは一番大きいデータでも写真程度だった
ので、画像満載の雑誌でも数百MBあれば十分
でしたが、動画はそうはいきません。小さいも
のでも数GBと、これまでとは桁が違います（図2）。
こうした問題に対処するには、自社でファイ

ルサーバを運用してしまうという方法があります。
しかし、本格的なアプライアンスが買えるのは
ある程度の規模の企業でしょうから、多くの場
合はNASをうまく運用していくほうがよいで
しょう。実際に弊社でも、スタッフの間でNAS

がメインに運用され続けています。ただ、今動い
ているNASの容量は約2TB。現在のニーズを
満たすには圧倒的に容量が不足していますので、
そろそろ買い替えのタイミングでもあるわけです。
こうした状況にある中小企業は多いはずです。

そんなみなさんに変わり、この誌面を借りてNAS

の効果的な運用を考えてみたいと思っています。

▲図1　 人気のReadyNASシリーズ（画像は「Ready 
NAS 628X」）。この製品を中心にNASの運
用についていろいろと探ってみたい
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どんな NAS を選ぶか、 
それが問題だ

NASといってもいろいろなタイプがありま
す。コンシューマ向けの製品で事足りるケース
もあるでしょうが、将来的に見ると、便利なア
プリケーションを使ったり、ディスクの追加や
冗長性を高めたりと、管理機能が高いほどビジ
ネスには有利です。
そのように考えたとき、現状で最も信頼できる

のはNETGEARのReadyNASシリーズです。
NASが今ほど浸透していないころから市場に製
品を投入し続けていることもあって、信頼性は
抜群です。ビジネスに応用できるデスクトップ型
のNAS製品としても、2ベイから8ベイまでライ
ンナップがそろっています（表1）。これだけあれば、
ほとんどのケースで好みのタイプが選べるはず
です。以下、各製品について簡単に紹介します。

ReadyNAS 620モデル

プロセッサにインテルXeonクアッドコアを
採用し、メインメモリも8GBと大容量。120

名のユーザがアクセスしてもストレスのないア
クセス環境が提供できるモデルです。
10GBASE-Tポートも2基搭載し、高速ネット
ワークとの親和性も抜群。本稿の評価機でも
ある 8ベイの「ReadyNAS 628X」、6ベイの
「ReadyNAS 626X」がラインナップしています。

ReadyNAS 520モデル

上位機種のReadyNAS 620の弟分ともいえ
るモデルで、プロセッサはインテルPentiumデュ
アルコア、メインメモリが4GBとスペックを
絞り、コストパフォーマンスを高めた製品です。
とはいえ10GBASE-Tポート2基を始め、筐体
デザインも同じで、高い信頼性はそのまま
80ユーザまで快適に使える仕様です。8ベ
イの「ReadyNAS 528X」、6ベイの「ReadyNAS 

526X」、そして4ベイの「ReadyNAS 524X」が
用意されています注1。

注1） ReadyNAS 524Xは、10GBASE-T×1となります。

▲図2　 1GBの動画ファイル。5分程度のPVを完成
させるのに、この手のファイルが山ほど生
まれることになる。コストをかけずに安全
に運用するにはNASが一番手軽な方法だ

製品名
ReadyNAS 

628X
ReadyNAS 

626X
ReadyNAS 

528X
ReadyNAS 

526X
ReadyNAS 

524X
ReadyNAS 

428
ReadyNAS 

426
ReadyNAS 

424
ReadyNAS 

422
ReadyNAS 

214
ReadyNAS 

212

ドライブベイ 8 6 8 6 4 8 6 4 2 4 2

対応トライブ 3.5インチまたは2.5インチSATA HDD/SDD （3.5インチドライブの搭載にはドライバ不要）

最大容量
80TB

（10TB×8）
60TB

（10TB×6）
80TB

（10TB×8）
60TB

（10TB×6）
40TB

（10TB×4）
80TB

（10TB x 8）
60TB

（10TB x 6）
40TB

（10TB×4）
20TB

（10TB×2）
24TB 

（６TB×4）
12TB 

（６TB×2）

プロセッサー
インテル Xeon D1521

（2.4GHz）
インテル Pentium D1508 

（2.2GHz）
インテル Atom C3000
Quad Core Processor

インテル Atom C3338
Dual Core Processor

ARM Cortex A15
Dual Core Processor

（1.4GHz）

メモリ 8GB DDR4 ECC ４GB DDR4 ECC 4GB DDR4 ２GB DDR4 ２GB

ネットワーク
10GBASE-T ×2／
1000BASE-T ×2

10GBASE-T ×２
10GBASE-T ×1／
1000BASE-T ×1

1000BASE-T ×4 1000BASE-T ×2 1000BASE-T ×2

推奨同時接続数 120 120 80 80 80 40 40 40 40 一般家庭用

市場参考価格
（税込）

¥207,239 ¥175,161 ¥155,800 ¥130,249 ¥116,000 ¥130,249 ¥105,614 ¥78,501 ¥52,800 ¥35,455 ¥29,800

※上記価格は、HDDなしの「ディスクレスモデル」の価格です。2017年6月26日時点のアマゾンジャパンの販売価格を参考にしています。
※上記のほかにも、4ベイ、12ベイ、60ベイのラックマウント型ReadyNASをラインナップしています。

▼表1　ReadyNASミニカタログ（デスクトップタイプ）
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ReadyNAS 420モデル

こちらは40名程度のオフィスにぴったりなモ
デルで、コンパクトでスタイリッシュなボディが
魅力の製品です。プロセッサはインテルAtom、
メインメモリは2GBですが、使い勝手は上位製
品と変わらず、扱いやすさと管理性の高さを兼
ね備えているのが特長です。8ベイの「Ready 

NAS 428」、6ベイの「ReadyNAS 426」（いず
れもクアッドコア）、そして4ベイの「ReadyNAS 

424」と、2ベイの「ReadyNAS 422」（いずれも
デュアルコア）があります。

ReadyNAS 210モデル

シリーズの中でも最もコストパフォーマンス
に優れたモデルです。ARM Cortex A15デュア
ルコア、メインメモリ2GBと必要十分なスペッ
クに加え、設置場所を選ばないデザインの高さ
が特長です。4ベイの「ReadyNAS 214」と、2

ベイの「ReadyNAS 212」があります。

使いやすい 
コンソール周り

NASを選択する際に考慮したいのは管理ツー

ルの扱いやすさです。これには各メーカーがあ
らゆる方法で特色を出していますが、決め手と
なるのはベースのOSと管理ツールのインター
フェースでしょう。

ReadyNASへのアクセスや管理を実行す
るツールが、ブラウザ上で動作する「Ready 

CLOUD」です。日常の利用状況の確認などは
この画面を通じて行うことになります。NAS

へのリモートアクセスに使用するほか、NAS

を直接管理する「ReadyNAS OS」にもここから
アクセスしますから、何かと使う機会が多いツー
ルでもあります。図3をご覧いただければわか
るように、直感的にそれとわかるデザインの
GUIで構成されているので、専門知識があま
りない人でも安心です。
ファームウェアですが、本稿執筆時には

「ReadyNAS 6.7.4」が最新バージョンになって
います。もちろんファームウェアはつど更新さ
れますから、導入された方は運用時にアップデー
トしてください。アプリケーションの導入方法
やファームウェアのアップデートなどは次号以
降で順次触れていきますので、ここでは割愛し
ます。

▲図3　ReadyCLOUDの画面（左）とReadyNAS OSの画面（右）

なんと！ 購入前に管理ツールを操作できるぞ！
管理ツールは自分で触ってみないとなかなか感覚がわから

ないかと思います。そんな人向けに、NETGEARではReady 
NAS OSの管理画面シミュレータ（図A）を用意しています。
興味がある方はもちろん、操作に不安がある方もぜひ一度体
験してみてください。購入前に管理画面を確認できるのでた
いへん便利ですね。

▶図A　ReadyNAS OS6 - 管理画面シミュレータ
（https://www.netgear.jp/RNOS.html）

https://www.netgear.jp/RNOS.html
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で冗長性や運用性が最も高い状態で管理できる
のが特長です。ホットスワップへの対応はもち
ろん、段階的なディスクの追加などもできるの
で、ミニマムスタートで始めるNAS運用など
にも向いています。

X-RAIDは実際に運用するとその効果が実感
できる、とても優れた機能だと思いますが、唯
一の難点はRAIDを組んだあとのディスク容量
が把握しづらいところでしょう。これに関して
はNETGEARのサイトでシミュレータを公開
しているので、事前にチェックしておくとよい
と思います（図4）。

どんな状況にも対応 
できる NAS の決定版

少し駆け足でしたが、ReadyNASシリーズの
特長はご理解いただけたかと思います。この
NASの良いところは、NASのOSに直接コマン
ドを打ち込んだり、アプリケーションを追加し
たりといった高度な使い方だけでなく、NASの
知識がないような人でも簡単に扱える懐の深さ
にあるといえます。また、長期間の使用にも十
分耐えられる信頼性の高さも特筆に値します。
こうした特長は、ビジネスでの利用において、
中小企業はもちろんSOHOレベルでの運用に最
適であることを証明しているともいえるでしょう。
次回からはいよいよReadyNASシリーズの
実運用をレポートしていきます。どんな内容に
なるか筆者も楽しみです。それではまた！ﾟ

ReadyNAS ならではの 
強みも

アプライアンスとしての信頼性はもちろん、
管理面でも評価が高いReadyNASシリーズで
すが、ファイルシステムや豊富なRAIDレベル
といった部分でも強みを持っています。

ReadyNASが採用しているファイルシステ
ムは「Btrfs（B-tree File system）」です。このファ
イルシステムの特長として、ファイル単位では
なく、ブロック単位でバックアップができる点
や、高速アクセスが可能な点、さらには回数無
制限のスナップショット機能や冗長性が高い
「Copy-on-Write」機能が搭載できるといったメ
リットがあります。これによって、高速なバッ
クアップやディスクスペースの効率化、自由自
在なバックアップ運用やデータ損失のリスクを
大幅に減らした運用などが期待できます。
また、NETGEAR独自の技術で「X-RAID」
があります。これはディスクの本数に応じて最
適なRAID構成を自動で行うもので、設定不要

ベースのOSは「Debian」
OSに関してはほとんどのNAS製品がLinuxをベー

スとしています。ReadyNASシリーズも「Debian」を
使っています（図B）。オープンソースベースですから、
サードパーティが開発したアプリケーションを利用で
きるのはもちろん、ssh接続で実際にOSへコマンドを
入力することもできます。

▲図B　 OSバージョンを確認すると「Debian」であ
ることが確認できる

root@RN312:̃# cat /etc/debian_version 8.7
root@RN312:̃# uname -a
Linux RN312 4.1.30.x86_64.1 #1 SMP Wed ｭ
Nov 30 18:30:35 PST 2016 x86_64 GNU/Linux
root@RN312:̃#
root@RN312:̃# cat /proc/version
Linux version 4.1.30.x86_64.1 (jenkins@ ｭ
blocks) (gcc version 4.7.2 (Debian ｭ
4.7.2-5) ) #1 SMP Wed Nov 30 18:30:35 ｭ
PDT 2016
root@RN312:̃#

▲図4　「RAID Calculator」
（http://rdconfigurator.netgear.com/raid/
index.html）

※SSH接続はメーカーサポート対象外

http://rdconfigurator.netgear.com/raid/index.html
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はじめに

この原稿を書いている時点で、衣替えの時期
になりました。この春に入社された新入社員の
みなさんの中には、そろそろ研修期間も終わり、
実際のプロジェクトに配属されてコードを書き
始めている方々もいらっしゃると思います。業
務の傍ら新人教育の時間を捻出された先輩社員
の方々もお疲れ様でした。
突然ですが、そんなみなさんに質問です。ソ
フトウェア開発を支える「三種の神器」につい
ては上司や先輩から教えていただいたでしょう
か？ 上司や先輩のみなさんはこれらの開発ツー
ルの重要性について説明されたでしょうか？ 

私たちリックソフトの考える「三種の神器」とは、
第一にソースコードのバージョン管理システム、
第二に課題管理システム、第三に継続的インテ
グレーション（CI）システムです。
本記事では、バージョン管理システムに着目
し、課題管理システムと連携しながらソフトウェ
ア開発を進めていくプロセスを俯

ふ

瞰
かん

します。次
回以降では、CIシステムを活用してビルドや
テストの自動化、デプロイの省力化を行う方法
を紹介したいと考えています。

Bitbucket Serverと
JIRA Software

バージョン管理システムや課題管理システム
には多種多様な製品やサービスがあります。た
とえば、バージョン管理システムとしては

SubversionやGitが広く普及しています。製品
やサービスの例としては、Gitのクラウドサー
ビスであるGitHubやBitbucket、課題管理シス
テムのRedmine、Trac、JIRAが有名です。
本記事では、Atlassianの商用製品である

Bitbucket Server（以降、Bitbucket）と JIRA 

Software（以降、JIRA）を取り上げます。なお本
記事で文中に注意書きがない場合はどちらの製
品についても、みなさんがお持ちのサーバにイン
ストールする形式のオンプレミス版を指します。

BitbucketとJIRAは、アプリケーションサー
バとデータベースで構成されるWebアプリケー
ションなので、特別な専用のソフトウェアを必
要とせず、Webブラウザがあれば利用できます。

追跡する

ソースコードのバージョン管理に専用のシス
テムを利用したほうがよい最大の理由は、いつ
（When）、誰が（Who）、何を（What）、なぜ（Why）、
ソースコードを変更したのかを記録するためで
す。ソースコードの変更点をこまめに記録して
おくことで、チームのメンバーが変更点を確認
できますし、数日後、場合によっては数年後の
自分自身のためにもなります。たいていのプロ
グラマは、ソースコードの変更点をすべて覚え
ておくことはできません。細かいデータの記録
はコンピュータに任せて、私たちの頭の中は常
に整理整とんしておきたいものです。
ソースコードの変更点を保存する際にJIRA

の課題キー（バグやストーリーのひとつひとつ

うまくいく
チーム開発のツール戦略

Catch Up Trend
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を識別するための番号をJIRAでは課題キーと
呼びます）をコミットログ（図1）に含めておけば、
自動的にリンクが設定され、JIRAとBitbucket

のどちらからも相互に参照できるようになりま
す（図2）。

気軽に見る

BitbucketはWebアプリ
ケーションなので、ソース
コードのコミット履歴やブ
ランチ間の差分をWebブラ
ウザで確認できます。ソー
スコードを手元のパソコン
にダウンロードして IDEや
テキストエディタで開くと
いっためんどうな操作は必
要ありません。
ファイルの内容が表示さ
れる画面では、特定の行を
指定して表示させることも
できるので、チャットなど
でチームメンバーとURLを
共有するといった使い方も
できます（図3）。
また、タイプミスなどの
ちょっとした修正であれば、
Webブラウザだけでも済ま
せられるので、たいへん便
利です（図4）。

レビューして
記録する

私たちがBitbucketをお勧
めする理由の1つがプルリ
クエスト機能です。ソフト
ウェアの品質を高める活動
の1つにコードレビューが
あります。しかし、その効
果やメリットをわかってい

たとしても、レビューのためのしくみが整備さ
れていないと実行は容易ではありません。レ
ビューのたびにソースコードを紙に印刷したり、
レビューのための時間と会議室を確保したり、
レビューの記録を帳票として残したりと、組織

 ▼図3　ファイルの行を指定

 ▼図1　SourceTreeでコミット

 ▼図2　JIRAの開発パネル
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によってさまざまな工夫をしていることと思い
ます。しかし、往々にしてプログラマはこの手
の作業が苦手なものです。
そこでBitbucketの出番です。Bitbucketの
コードレビューは画面上で行います。Gitを使っ
た開発では、機能の追加や
不具合の修正のたびにブラ
ンチを作り（図5）、コードを
修正したあとで分岐元にマー
ジを行って開発を進めてい
きます。Bitbucketでは、マー
ジするための承認プロセス
をプルリクエストという機
能で提供しています。
プルリクエストの画面では、

ソースコードの差分やコミッ
トの履歴を確認できます。レ
ビュアは修正内容を確認し、
問題がなければ承認を行いま
す（図6）。コードには1行ごと
にコメントを付けることがで
きるので、画面上でコメント
を追加してエンジニアどうし
で議論を重ね、コードの品質
を高めていくことができます。
レビューの記録はBitbucket

に残るため、レビューの履歴
として後日活用することも考
えられるでしょう。
これらの活動はオンライン
でできますが、人間どうしで
直接会話したほうがよいと
感じた場合には、チャット
やフェイストゥフェイスで会
話し、その内容を JIRAや
Bitbucketに記録として残し
ておくことでさらに良いコー
ドレビューになるでしょう。
筆者も、コードを読んで理解
できないときにはチームのメ

ンバーに直接話を聞いて納得したうえで承認ボ
タンを押すということがよくあります。
マージには前提条件を設定でき、「2名以上

のレビュアが承認していること」や「ビルドが成
功していること」といった条件を指定できるの

 ▼図5　ブランチの作成

 ▼図6　プルリクエスト

 ▼図4　ブラウザ編集
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で、プルリクエストのフローを厳格に規定する
こともできるようになっています（図7）。

その他の便利な使い方

プルリクエストは必ずしもマージを目的とす
る必要はありません。筆者たちがよく利用して
いる「WIP（Work In Progress）プルリクエスト」
と呼ばれるプラクティスを紹介します。
「実験的なコードをメンバーに共有したい」「現
在自分が取り組んでいる仕事についてメンバー
からアドバイスをもらいたい」といったとき、
「WIP」という名前のプルリクエストを作成しま
す（図8）。このプルリクエストを見たメンバーは、
改善案をコメントとして付けたり、意見や感想
をお互いに交わしたりします。このプラクティ
スは、チームの士気向上やソースコードのリファ
クタリングにもつながると考
えています。
マージが目的ではないと
いうよりも、むしろマージし
てはいけないプルリクエス
トです。まれに「WIP」とい
う名前を見落として、誤っ
てマージしそうになってしま
うことがあるのが難点です。
これを防ぐ改善点を目下検
討中です。

おわりに

開発者にとって、日ごろ使
い慣れた道具を変えることは
大きなストレスであり、コス
トでもあります。しかし、
GitやBitbucket、JIRAを活
用することが、そのデメリッ
トを補って余りあるパワーを
与えてくれると筆者たちは考
えています。

一気にすべてを変える必要はありません。新
しく始まるプロジェクトのソースコードや、開
発の傍らで作成するちょっとしたツール群など、
気軽に始められるところから小さく始めてみて
はいかがでしょうか。Bitbucketのクラウド版
であれば5ユーザまではなんと0ドル、オンプ
レミス版であれば10ユーザ10ドルから始める
ことができます。
導入にあたってご不明な点や技術的サポート

は、Atlassianプラチナソリューションパート
ナーであるリックソフトにいつでもお気軽にお
問い合わせください。ﾟ

※本連載の過去記事は技術評論社のWebサイト
　「gihyo.jp」でもご覧になれます。
http: //gihyo.jp/ad/01/atlassian

 ▼図7　プルリクエストの条件設定

 ▼図8　WIPプルリクエスト

http://gihyo.jp/ad/01/atlassian


エンジニアの仕事を支援する
仕事に興味があった

――リックソフトに入社される前はどういった
お仕事をされていたのですか。
大崎氏　もともと大手ポータルサイトを運営し
ている会社でバックエンド側の開発を担当して
いました。利用していた言語は、Javaが5割、
C／C＋＋が3割、残り2割がPHPといったと
ころです。ただ、会社自体が大きく変わり、もっ
とも興味があった事業も外部のサービスを利用
する形になったため、転職を考えるようになり
ました。もっとも興味があったのは検索エンジ
ンです。学生時代に起業したときにも、ブログ
検索のシステムを開発していました。これまで
に10年ほど検索にかかわってきたのですが、
転職活動を進めるときには、心機一転でまった
く違う分野の会社に行ってみようと考えました。
――その中で最終的にリックソフトを選んだの
はどうしてだったのでしょうか。
大崎氏　私の周囲にいたエンジニアはゲーム系
の開発に転職するケースが多かったのですが、
私自身は、ゲームを開発するよりもエンジニア
を支援するプラットフォームに興味がありまし
た。転職サイトなどを見て情報収集をしている
ときに、偶然リックソフトの存在を知りました。
実は、以前にいた会社では10年ほど前から

「Confluence」を使っていて、Atlassian製品に

ついては知っていました。リックソフトについ
て調べてみると、Atlassian製品を扱っている
ことがわかり、また家から近いこともあって

（笑）、ちょっと行ってみようかと思って面接を
受けました。すると、とんとん拍子で話がまと
まったのです。

今の仕事にやりがいを感じ、
多くの企業で導入を支援

――現在の業務内容を教えてください。
大崎氏　現在にメインとなっている業務は、
Atlassian製品の導入支援です。効果的な使い
方やカスタマイズまで含めてサポートしており、
それにかかわるアドオンを自分自身で開発する
こともあります。
――業務の中でやりがいを感じるのはどういっ
た場面でしょうか。
大崎氏　前職ではお客さまとじかにコミュニ
ケーションをすることはなかったのですが、リッ
クソフトでは導入を支援する中でお客さまから
直接課題やお悩みをうかがいます。そうした課
題を解決して、お客さまに喜んでいただいた瞬
間はやりがいを感じます。たとえば、Conflu 
enceや課題管理ソフトである「JIRA」（図1）を
導入させていただいたお客さまが、1年後には
積極的に活用されるようになっていて、それに
よって生産性が上がったなどポジティブな意見
を伺えたときにはすごくうれしいですね。

リックソフト㈱ 
大崎 健吾氏
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本誌で好評連載中の「うまくいくチーム開発のツール戦略」でお

馴染みのリックソフト㈱が業務拡大につき各種エンジニアを募集

中です。リックソフトは、Atlassian製品の販売でAPAC（アジ

ア太平洋地域）ナンバー1の実績を誇ります。大手ポータルサイ

トを運営する職場からリックソフトに転職し、導入支援などで活躍

している大崎健吾氏（写真）に転職の背景や現在の業務につい

て詳しく聞いてみました。� （編集部）

Special 
Interview



　印象に残っているのは、ある大
手製造業の企業でJIRAの導入を
支援させていただいた案件です。
その部署は新しいことに積極的に
取り組んでいて、JIRAを導入する
前はRedmineで課題管理を行って
いました。しかし、ユーザ数が増
えたことで限界が生じ、JIRAにス
イッチすることになりました。そ
のプロジェクトをお手伝いしたの
ですが、その後その企業内でJIRA
が評判になり、ほかの部署にも広
がっていることに手応えを感じま
した。
――実際にJIRAやConfluenceを導入する際、
お客さまにはどのようなアドバイスをされるの
でしょうか。
大崎氏　よくお話しさせていただくのは、カス
タマイズに凝り過ぎないことですね。標準の
JIRAやConfluenceでは、業務にフィットしな
い部分をカスタマイズすることもありますが、
やり過ぎるとコストやメンテナンスの手間がか
さんでしまいます。基本的には、まず標準のシ
ンプルな状態で使ってみて、業務にツールを合
わせるのではなく、ツールに業務を合わせるく
らいの意識があってもよいと思っています。せっ
かく業務を変える、効率化するという目的でツー
ルを導入するのですから、あまり既存の業務に
とらわれずに使いこなすことを考えるのも大切
ではないでしょうか。

無理と言う前にまずやってみ
るエンジニアと働きたい

――理想とするエンジニア像はありますか。
大崎氏　変化を恐れず、興味を持ったことには
なんでもチャレンジしてみるエンジニアですね。
口でああだこうだと言う前に、まずやってみる。
それによって得られたものを製品にフィードバッ
クし、お客さまや社会に対して還元できるエン
ジニアになっていきたいです。

――リックソフトで一緒に働きたいエンジニア
はどういった人でしょうか。
大崎氏　リックソフト代表の大貫は発想が豊か
で、アレをやりたい、コレをやりたいというア
イデアが次々に浮かぶんです。要求に対して、
すぐに無理だと考えてしまうのではなく、まず
やってみたうえでどこが無理なのかを自分で検
証する。そういった姿勢を持つ人が来てくれる
とうれしいですよね。
――導入支援という業務の範囲ではどういった
人が求められていますか。
大崎氏　大切だと考えているのは、お客さまの
お話を柔軟に受け止められることです。特にリッ
クソフトには、スピード感を重視するIT企業
から、しっかり要件を固めたうえでステップを
踏んで導入を進める金融業や製造業の企業など、
さまざまなお客さまがいらっしゃいます。そう
したバックグラウンドを理解したうえでお客さ
まに対応していくことが重要です。その意味で、
幅広い経験を持っている、あるいはリックソフ
トが提供しているサービスの世界を積極的に広
げてくれるエンジニアと一緒に働きたいです。
――本日はありがとうございました。ﾟ

 ▼図1　製造業などでも課題管理のためのツールとして導入が進むJIRA

募集職種：システムエンジニア／プログラマ ほか

詳しくは リックソフト　求人 検索
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　メルコホールディングスグループの㈱バッファローは
7月5日、同社製外付けハードディスクおよびポータブ
ルハードディスクの故障予測サービス「みまもり合図」
を開始した。同サービス用のクライアントソフトウェア
（Windows・Mac対応）は、無償で提供されている。
　このサービスは、パソコンに接続されている外付け
ハードディスクのS.M.A.R.T情報をクラウドに蓄積し、状
態を把握することでハードディスクの状態判定を通知す
るサービスだ。劣化進行時にはお客様番号がアラート通
知され、その番号を専用サポート窓口へ連絡するだけで
適切なサポートを受けられる。これにより、ハードディ
スク故障によるデータ消失を未然に回避することが可能

になる。対象製品は、USB3.0/2.0接続の同社製外付けハー
ドデイスク
およびポー
タブルハー
ドデイスク
（AV向け製品 
を除く）。

バッファロー、
異常を検知したら即お知らせ、
外付けHDDの故障予測サービス「みまもり合図」を開始

　6月29日、セキュリティコンテストイベント「SECCON 
2017」のWebサイト（https://2017.seccon.jp）が公開
された。
　SECCONは、実践的情報セキュリティ人材の発掘・ 育
成、技術の実践の場の提供を目的として、2012年から
開催されている。パケットキャプチャやコード解析を駆
使してクイズの答えを探したり、攻防戦を行ったりする
「CTF（Capture The Flag）」のチーム戦がメインのプログ
ラムとなる。2016年度に実施した「SECCON 2016」には
99ヵ国から累計4,349人が参加、決勝大会には米国・韓
国・台湾・ロシア・中国・ポーランド・コンゴ共和国・
日本の14チームが参加し、ハッキング対決が繰り広げ

られた。
　本大会と並行して、CTF初心者を対象とした「SECCON 
Beginners」や、情報セキュリティに興味のある女性向
けの「CTF for GIRLS」などのプログラムも行われる。

セキュリティコンテスト「SECCON 2017」、開催決定

　ウェブルート㈱は6月15日、2016年を通じて収集した
データを分析した年次レポート「ウェブルート脅威レ
ポート 2017」を発表した。ハイライトは次のとおり。

・ IT企業を装うフィッシングサイトの数が、金融機関を
装ったフィッシングサイトの7倍以上に。ターゲット
となった上位3社はGoogle、Yahoo!、Apple

・ 感染のたびに自身を暗号化する「ポリモーフィック型」
のマルウェアが猛威を振るう

・ 2016年2月に初めて検出されたランサムウェアであ
る「Locky」は、最初の1週間だけで40万件以上に感染

・ 分析対象となった新規および更新モバイルアプリの

50%近くを、悪意がある、またはその疑いがあるも
のとして分類、その総数は2015年の年間200万から
2016年は1,000万近くに達した。最も増加したのは

「アドウェア」
・ 活発で悪意のあるIPアドレス数は3,300万件に上り、

2015年からわずかに増加。検出を回避するために攻
撃者がIPアドレスを変更するという前年からのトレン
ドが継続していることを示唆

ウェブルート、
「ウェブルート脅威レポート 2017」を発表

ウェブルート㈱　URL  https://www.webroot.com/jp/ja
CONTACT

㈱バッファロー　URL  http://buffalo.jp
CONTACT

SECCON 2017　URL  https://2017.seccon.jp
CONTACT

▲▲アラート通知例

●●開催概要

主催 SECCON実行委員会

運営 ㈱ナノオプト・メディア

日程
オンライン予選：2017年12月9、10日
ビジネスカンファレンス：2018年2月16日
決勝大会：2018年2月17～19日

http://buffalo.jp
https://2017.seccon.jp
https://2017.seccon.jp
https://www.webroot.com/jp/ja
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　㈱PFUは7月14日、Bluetooth接続のワイヤレスキー
ボード「Happy Hacking Keyboard（HHKB） Professional 
BT」に、新色「白」の3モデル（英語配列、無刻印（英語配
列）、日本語配列）を追加した。
　スペックそのほかは現行のカラー「墨」と変わらず、
以下のようになっている。

・静電容量無接点方式のキー入力
・Bluetooth 3.0対応
・単三電池2本駆動（給電用USB micro-Bコネクタ付属）

　PFUダイレクト（http://www.pfu.fujitsu.com/direct/） 

　㈱TwoFiveは6月21日、なりすましメールへの対策を
支援するサービス「DMARC/25」を発表し、その第1弾と
して、メール送信状況を解析するクラウドサービス
「DMARC/25 Analyze」の提供を開始した。
　DMARC/25 Analyzeは、DMARC注1で提供される膨大
なXML形式の認証結果情報（DMARCレポート）を集計・
可視化して解析し、Webベースのわかりやすいレポー
トとして表示する。なりすましの疑いのあるメール送信
を検知した場合、レポート上に警告を表示し、管理者に
通知する。このサービスを利用することにより、自社の
ドメインが不正利用されていないかを確認でき、なりす
ましの疑いがあるメール送信を迅速に検知できる。万一
不正な送信に利用された場合でも、フィッシングメール
の存在や内容を的確に把握できるので、自社のメールを
受信する可能性のある顧客やビジネスパートナーに警告
通知することにより、被害を抑止できる。
　また同社は、なりすましメールによる被害撲滅のため

から購入でき、価格は27,500円（税別）となっている。
　HHKBシリーズは計算機科学者の和田英一氏（東京大
学名誉教授）協力のもと、合理的なキー配列とコンパク
トサイズを基本コンセプトとして1996年12月に発売さ
れ、2016年12月で20周年を迎えた。それを記念して特
別サイト（https://www.pfu.fujitsu.com/hhkeyboard 
/20th）が開設され
ており、和田氏が
厚紙で作成した
「Alephキーボー
ド」の模型や、ア
ルミ削り出し・漆
塗りの超高級モデ
ルなど、HHKBシ
リーズの歴史を概
観できる。

の活動の一環として、無料で利用可能ななりすまし対策
ポータルサイト「ナリタイ」（https://www.naritai.jp）
を新設した。本サイトは、なりすましについての理解を
深め、セキュリティ対策の企業導入促進やユーザの注意
喚起を目的としている。なぜなりすましが起こるのかと
いった基礎的な情報をわかりやすく解説し、なりすまし
への対抗策である送信ドメイン認証の設定方法などを、
メールサービス別に説明している。また、自社メールシ
ステムのドメイン名、IPアドレスを入力すれば、SPFの
設定状況、RBL（DNSブラックリスト）の登録状況などを
簡単に確認
できる各種
チェックの
ためのツー
ルも提供し
ている。

PFU、
「Happy Hacking Keyboard Professional BT」に
新色「白」を追加

TwoFive、
なりすましメール対策のクラウドサービス「DMARC/25」を発表、
なりすまし対策ポータル「ナリタイ」を開設

㈱PFU　URL  https://www.pfu.fujitsu.com
CONTACT

㈱TwoFive　URL  http://www.twofive25.com
CONTACT

▲▲HHKB Professional BT 無刻印／白

▲▲「ナリタイ」のコンテンツ例

▲▲HHKB 20周年特別サイト

注1）2つの送信ドメイン認証（IPアドレスに基づくSPFと電子署名に
 

  基づくDKIM）に失敗したメールを受信側がどう扱うべきかのポ 
  リシーを送信側で設定できるしくみ。

https://www.pfu.fujitsu.com
http://www.twofive25.com
http://www.pfu.fujitsu.com/direct/
https://www.pfu.fujitsu.com/hhkeyboard/20th/
https://www.naritai.jp
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　6月6日、日本で初となるGitHubのカンファレンス
「GitHub Constellation Tokyo」が、TABLOID（東京都港区）
で開催された。
　カンファレンスは2つのトラック「GROW」と「BUILD」
に分かれ、GROWではビジネスの成長や会社の枠を越え
たエンジニアの活動を支えているGitHubの取り組みを、
BUILDではGitHubのベストプラクティスといったテク
ニカルな話題を中心に講演が行われた。講演会場のほか
には「Ask GitHub」というブースが常設されており、
GitHubの技術メンバーに気軽に質問ができる。また、
夜には懇親会の時間がとられ、GitHubを使うエンジニ
アたちが大いに情報交換できるイベントとなっていた。
　基調講演は、ギットハブ・ジャパンのカントリーマネー
ジャー藤田純氏によるあいさつに始まり、来日した
GitHub Inc.のChief Business OfficerであるJulio Avalos
氏がメインスピーチを行った。途中のゲストスピーカー
として、LINE㈱の長谷部良輔氏が登壇し、同社での
GitHubの活用事例を紹介した。
　Avalos氏は冒頭、GitHubを使ってくれる人たちと、
開発者としてだけでなく、グローバルシチズンとして、

　6月14、15日、ザ・プリンスパークタワー東京（東京
都港区）においてGoogleのオフィシャルイベント
「Google Cloud Next'17 in Tokyo」が開催された。日本の
クラウド市場で猛進撃を続けるAmazonのAWS Summit
がちょうど5月末に開催されたばかりで、今年はGoogle
のクラウド「Google Cloud Platform（GCP）」に対しての
強い意志が感じられた。

 基調講演
　シニアバイスプレジデントのダイアン・グリーン氏を
はじめ、同社の幹部による基調講演では、GCPの最新情
報に加え、「働き方改革」への取り組みが紹介された。
もちろん人工知能・機械学習についての応用事例の発表
もあり、非常にGoogleらしいGCPのアピールが行われ
た。

 クラウドとAIの融合
　個別のセッションではさまざな企業のGCPの応用事例
が紹介された。その中で特徴的だったのは、AIを使った
自動応答システムの開発を進めているクラウドエース㈱

社会のさまざまな問題をテクノロジーを使って解決でき
るようになりたいという想いを述べ、より多くの人たち
を巻き込んだ開発エコシステムとしての将来を語った。
　また、「オープンかプロプライエタリか」という仕切
りは、もはや消滅したのではないかと言及。その理由と
してオープンソースへのコントリビュータ数を挙げ、上
位にMicrosoft、Facebook、
Googleといった大企業があ
るという現状を紹介。日本
市場についても、Yahoo! 
JapanやKDDIの名を挙げ、そ
ういう機運が高まっている
のではないかとしたうえで、
過去12ヵ月で売り上げが3倍
に伸びている日本が同社に
とって重要な市場であるこ
とをアピールした。

の発表。同社は2008年からGCPに取り組み、日本で一
番早くプレミアサービスパートナーを取得し、さまざま
な企業でのクラウド移行・導入実績があるという。セッ
ションでは、Googleが最近公開したapi.ai（人工知能
API）を使用し、極めてシン
プルに自動応答botを作るデ
モを行った。また、みずほ
ヒューマンサービス㈱と開
発を進めている事例として、
GCPとAIを組み合わせた自動
応答内線電話システムにつ
いても紹介を行った。この
クラウドを利用したシステ
ム導入で莫大なコスト削減
が可能だという。

GitHub、
カンファレンスイベント「Constellation Tokyo」を日本初開催

「Google Cloud Next'17 in Tokyo」、開催

ギットハブ・ジャパン合同会社　URL  https://github.co.jp
CONTACT

Google Cloud Next'17 in Tokyo
URL  https://cloudnext.withgoogle.com/tokyo
クラウドエース㈱　URL  https://www.cloud-ace.jp

CONTACT

▲▲  クラウドエース㈱　代表取締
役社長　吉積 礼敏氏

▲▲  GitHub Inc. Chief Business 
Officer、Julio Avalos氏

https://github.co.jp
https://www.cloud-ace.jp
https://cloudnext.withgoogle.com/tokyo/
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　グレープシティ㈱は6月29日、.NET Frameworkアプ
リでExcelライクなUIを実現できる、Windows Presen 
tation Foundation（WPF）向けコンポーネント「SPREAD 
for WPF」の最新バージョン「2.0J」を7月31日に発売する。
1開発ライセンス価格は172,800円（税込）で、1ライセン
スで3台のマシンにインストールできる。2.0Jのおもな
新機能は次のとおり。

・ フィルタリングドロップダウンにおいて、柔軟な絞り
込み・検索が可能になった

・ドラッグフィルが強化され、テキストを含む数値の連
続データ入力が可能になった

・ アクティブセルの背景色や選択範囲の背景色の不透過
度などを設定する際の複雑なXAMLの記述を簡素化可
能になった

・ 開発環境とし
て、最新のVi 
sual Studio 
2017に対応
した

グレープシティ、
ExcelライクなUIを実現するWPF製品
「SPREAD for WPF 2.0J」を発表

　A10ネットワークス㈱は5月29日、おもにアプライア
ンス製品、仮想アプライアンス製品として提供されてい
た同社のアプリケーション配信・セキュリティ・分析機
能などを含むマルチサービスを、オンプレミスとマルチ
クラウド環境で一元管理できる「Harmony Controller」
の提供を開始した。
　Harmony Controllerは、イラスティックロードバラン
シング機能とWebアプリケーションファイアウォール
機能をクラウドに特化させた「Lightning ADC」、ハード
ウェア・ソフトウェアで提供している従来の「Thunder 
ADCシリーズ」、オープンソースのロードバランサー
「HAProxy」と連携し、オンプレミスからマルチクラウド

環境全体で、アプリケーション配信とセキュリティの設
定とポリシー、可視化を一元管理できる。
　Harmony Controllerの提供形態としては、導入のハー
ドルが低くコストパフォーマンスに優れた「SaaSモデ
ル」と、データセンターやVMwareベースのプライベー
トクラウド、Amazon Web Services・Google Cloud 
Platform・Microsoft Azureといったクラウド環境内でス
ケーラブルなソフトウェアとして利用できる「セルフマ
ネージドモデル」の2つがある。

A10ネットワークス、
「Harmony Controller」を提供開始

　パラレルス㈱は6月29日、アーカイブ機能や画面キャ
プチャ機能など、PCでの作業時間を短縮する多くのユー
ティリティツールが含まれたツールボックス「Parallels 
Toolbox for Windows」を発売した。
　本製品はもともと「Parallels Toolbox for Mac」として
販売していた製品のWindows版となる。おもな機能は
表のとおり。
　価格は年間1,000円／1ライセンスで、パラレルスの
Webサイト（http://www.parallels.com/jp/products/
toolbox/）からのみ購入できる。なお、ライセンスの有
効期間内に追加の新機能やアップデーターが提供された
場合は、無償で利用できる。

パラレルス、
ツールボックス「Parallels Toolbox for Windows」を発売

グレープシティ㈱　URL  http://www.grapecity.com
CONTACT

A10ネットワークス㈱　URL  http://www.a10networks.co.jp
CONTACT

パラレルス㈱　URL  http://www.parallels.com/jp
CONTACT

▲▲SPREAD for WPF 2.0Jの画面例

●●Parallels Toolbox for Windowsのおもな機能

ジャンル 機能

ファイル 圧縮アーカイブの作成、ファイルの解凍／展開

動画 画面全体／指定範囲／ウインドウを録画。PCカメラによ
る動画の撮影・変換、YouTubeからの動画ダウンロード

画像 画面全体／指定範囲／ウインドウをキャプチャ、PCカメ
ラによる写真撮影

音 PCマイクによる録音

制御

デスクトップの非表示、画面ロック、PCマイクのミュー
ト設定、PCカメラのブロック、スリープモードOFF、通知・
アニメーションの無効、複数のアイテムをワンクリックで
同時に開く

http://www.grapecity.com
http://www.a10networks.co.jp
http://www.parallels.com/jp
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Appleが認めた世界最高齢プログラマ！
本誌連載「書いて覚えるSwift入門」でも取り上げられたAppleの開発者会議「WWDC2017」
に、82歳の日本人女性が世界最高齢のプログラマとしてゲスト招待されたそうです。彼女が
作ったのは、ひな壇にひな人形を配置していく iOSゲームアプリ『hinadan』。今年2017年
からプログラミングの勉強を始め、Swiftを使って開発されたそうです。このニュースを聞
いて、『コンピューターおばあちゃん』という曲が頭に流れた方は多いのではないでしょうか。

　プログラマに人気のテキストにエディ
タ、Vim 、Emacs 、Atom 、Visual 

Studio Code（VSCode）を取り上げ、プ
ログラミングに特化したカスタマイズ術
を紹介しました。

基本のVimとEmacsに加えて、VS 

Codeを取り上げてくれていて良かっ 
た。 M.Nさん／奈良県

愛する IntelliJ IDEAも入れてほしい。
 なおきさん／千葉県

普段VScodeを使っていますが、ほか
のエディタの検討ができて良かった。
 ぐれちゃんさん／東京都

普段はVimを使っているが、Ubuntu
系のときはnanoを使っているので、
nanoの特集も欲しかった。
 ももんがさん／静岡県

Vim愛好家としては取り上げてくれる
だけで吉。 hidewonさん／東京都

「WindowsでEmacsは茨の道」と、
はっきり書いてあって良いです。
 エポキシさん／神奈川県

紹介されていたVisual Studio Code 
はこれまでまったく考慮したことがな
かったのですが、初心者にもとっつき
やすそうで良さそうでした。社員教育
で導入してみようと思います。
 犬棟梁さん／埼玉県

最近は宗教論争も多神教になったので
すね。 山下さん／東京都

エンジニアさんの仕事道具として
最初に名前が挙がるエディタとい

うことで、こだわりや愛着についての声
が多く届きました。特集で取り上げたエ
ディタのほかには「IntelliJ IDEA」「nano」
「秀丸」の名前が挙がりました。

　今最も注目されていると言っても過言
ではないプログラミング言語Pyhtonに
ついて、インストールや基本仕様といっ
た入門から、「Jupyter Notebook」を使っ
た機械学習まで、なぜPythonが人気な
のかを実体験できる特集でした。

Pythonは初心者なので、おもしろく
読ませていただきました。
 小林さん／神奈川県

最近は何をやるにもPythonですね。
今まで、コードを書きながらグラフ化し
たりということができることは知ってい
ましたが、今回の特集で実際に試すこ 
とができました。これは便利ですね。
Pythonにはまっていきそうです。
 今井さん／千葉県

趣味プロでPythonを書いていると、
職場でインデントにうるさくなる。
 山崎亮さん／京都府

昔Pythonを使っていたのですが、最
近機械学習関連で人気だということを 
知り、再び学ぼうかなと思っていたと 
ころだったので、今号の第2特集はタイ
ムリーでした。2系と3系の違いが書 
かれていたのがとても良かったです。
 地引さん／茨城県

いつの間にか、Pythonといえば
機械学習、機械学習といえば

Pythonというほどのベストカップルで
す。そのほかの汎用のツール作りにも向
いているようで、寄せられた声によると
ほかの言語から移行されている方も多い
ようです。

2017年6月号について、たくさんの声が届きました。

第1特集　あなたのプログラミン
グを加速させるエディタ

第2特集
今すぐはじめるPython
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　ソフトウェア開発のさまざまな場面で
利用されているハッシュ関数を深掘りす
る前後編です。前編では、ハッシュ関数
の性質とおもな用途を紹介しました。

連想配列とハッシュの関係は知らな 
かったので、自分自身のコーディングに
役立てようと思います。
 ぴょうへいさん／大阪府

若い子だと言葉自体知らなかったりす 
る。 うたさん／大阪府

ハッシュ関数の原理は知っていたが、 
使用することはなかったため勉強に 
なりました。 いくさん／兵庫県

ハッシュのしくみ、重要性、用途
がわかったところで、では実際に

使ってみよう、という読者が増えた様子。
「そんなところにまで使われていたとは」
という声も多かったです。

　Windows Serverの最新バージョン
「2016」の新機能を紹介する前後編です。
前編では、ディスククォータ、ファイル
スクリーン、記憶域レポート、ファイル
の自動分類、共有フォルダの一元管理な
どについて解説しました。

普段ほとんどWindowsに触らないた
め、新しい世界がわかりました。
 n0tsさん／東京都

有償のソフトウェアで、業務でも使う機
会はありませんが、むしろ好奇心を持っ
て読めました。拡張子ベースのフィルタ
リングなど、おもしろい機能があると思
いました。 斉藤さん／東京都

Windows Server 2012にようやく
慣れてきたところなのですが、もう
2016ですか。サイクルがずいぶん速く
感じます。 永作さん／東京都

Linux＆OSS好きの開発者の方が
多い本誌では珍しい、Windows 

Serverの記事です。大きな組織でのファ
イル管理・共有には、多機能でGUIでの
操作に優れたWindows Serverがやはり
便利ですね。

　モバイルアプリのバックエンド開発を
省力化できるmBaaS。その1つ「ニフティ
クラウドmobile backend（NCMB）」の
しくみと使い方を解説する短期連載です。
第 3回では、Raspberry PiとNCMBで
IoTドア監視アプリを作りました。

便利で、業務の効率化には最適な
mBaaSのしくみがわかり、親しみが

湧きました。 オミオさん／宮城県

CEDECでNCMBを見て興味を持っ
ていたので、身近なテーマで良かった。
 堕電さん／千葉県

as a Service系は各社いろいろ出し 
ていて、比較がたいへんです。
 lipgtxさん／東京都

IoTの実践ということで、興味を
持った読者が多いようです。デバ

イス、データ、通信と考えなければなら
ない事柄が多い IoTでは、せめてバック
エンドシステムはクラウドサービスに任
せたいという方は多そうです。

一般記事　ハッシュ関数を使いこ
なしていますか？【前編】

一般記事　Windows Server 2016
で構築する最新ファイルサーバ【前編】

一般記事
mBaaSのしくみ紹介【3】

コメントを掲載させてい
ただいた読者の方には、
1,000円分のQUOカード
をお送りしております。
コメントは、本誌サイト
http://sd.gihyo.jp/の
「読者アンケートと資料請
求」からアクセスできる
アンケートにてご投稿く
ださい。みなさまのご意
見・ご感想をお待ちして
います。

①  完全栄養食「COMP」
冨田大輔様（東京都）、とっぽ様（愛知県）、二関学様（東
京都）、花子様（大阪府）

② コンパクトVRグラス
小堀大介様（埼玉県）、桑原直也様（神奈川県）、芳賀
梢様（神奈川県）

③ 『PICと楽しむ Raspberry Pi活用ガイドブック』
　＋ボード
渡邉真太郎様（東京都）

④ 『Infrastructure as Code』
石黒健太様（神奈川県）、jo7oem様（山形県）

⑤ 『The Art of Computer Programming Volume 4A』
松林諒様（京都府）、東雲様（栃木県）

⑥  『Raspberry Piで学ぶROSロボット入門』
藤枝鋼様（東京都）、かず様（千葉県）

⑦  『［改訂第3版］Apache Solr入門』
小澤亮太様（神奈川県）、藤原伸様（東京都）

6月号のプレゼント当選者は、次の皆さまです

※当選しているにもかかわらず、本誌発売日から1ヵ月経ってもプレゼントが届かない場合は、編集部（sd@gihyo.co.jp）までご連絡く
ださい。アカウント登録の不備（本名が記入されていない場合、プレゼント応募後に住所が変更されている場合など）によって、お届け
できないことがあります。2ヵ月以上、連絡がとれない場合は、再抽選させていただくことがあります。

http://sd.gihyo.jp/
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●このところ本を買っても積ん読が多くとてももった

いない。スマホでFBなどチェックしているとすぐに

読書の時間が奪われるからだ。それでも本を読むと

他社さんの版面がとても新鮮に感じる。でも他の雑

誌を読むと編集者目線になってしまう。企画の立案

風景まで目に浮かぶ。これは職業病だと思う。（本） 

●HuluがアップデートされてPS3で見られなくなっ

た。TVが初期のプラズマハイビジョンなのでHDMI

接続じゃなくてD端子接続なのが原因だが、Netflix

もAmazon Premium Videoも問題なく見られている。

ダウンロード再生もできないので見切りをつけた方が

良いかも。それとも4KTVに買い換えるか。（幕）

●おなかの中身はすっからかんに出て行くのに、仕事

はどんどん溜まっていくという3日間を過ごしました。

インフルエンザなみの熱と離れられないトイレ。「お

なかのカゼ」あんたそんな生やさしい感じじゃないよ。

みなさまもウィルス性胃腸炎にはご注意を。そしてす

べての関係者にお詫びと感謝を。（キ）

●私はFacebookもTwitterも使っていますが、人の

投稿を見るだけで、自らはほとんど投稿しません。特

定の人に伝えたいことはあっても、不特定多数に伝え

たいことはあまりないものですね。私は結局、メール

が一番使いやすいのですが、1対1で相手に合わせ

たやりとりができるからかもしれません。（よし）

●湯浅政明監督の大ファンで、4月公開の『夜は短し

歩けよ乙女』、5月公開の『夜明け告げるルーのうた』

は、どちらも素晴らしかった……。独特なデザインの

キャラクターがカラフルな画面中を動き回って、一瞬

も目が離せませんでした。同監督のシリーズ物だと、

『カイバ』『ケモノヅメ』がお勧め！（な）

●最近の通勤時のお楽しみは、毎年同じ場所で巣作りす

る燕さん。今年もまた最寄駅の周りを燕の親鳥が飛び交

い、毎日すくすくと元気に成長していく様子を見せてくれ

ました。今では翼の羽もすっかり揃って飛ぶのも上手に

なり、もうすぐ今年の雛鳥たちの巣立ちの日が近づいて

います。無事に羽ばたいていってくれますように。（ま）

S D  S t a f f  R o o m

［第1特集］ 根底から理解していますか？　　

Web技術【超】入門
ブラウザもスマホアプリ開発も、案外知らないこと多いですよね！
■第1章　Webサーバと通信できますか？——ハンズオンで実際にやってみるhttpのしくみ
■第2章　ApacheとNginxの違いがわかりますか？——Webサーバ機能○×星取り！
■第3章　Web開発のOSS定番スタイルをふりかえる——Servlet、JSPからMVC、JavaEE、Springへ
■第4章　世界で高いシェア・IISでWeb開発——Visual Studioで一気通貫の高効率の実現とは
■第5章　スマホ開発の実際——ゲームからサーバ構築、クラウド利用の現場ノウハウ

［第2特集］ 黒い画面の使いこなし方

「tmux＆byobu」開発効率アップの
ターミナル改造術

※特集・記事内容は、予告なく変更される場合があります。あらかじめご容赦ください。

■2017年7月号
●P.16　アラカルト「読者プレゼントのお知らせ」プレゼント01の写真
「Aterm WG1200HP2」の製品写真が、「Aterm WG2600HP2」のものになっていました。

お詫びと訂正
　以下の記事に誤りがございました。読者のみなさま、および関係者の方々にご迷惑をおかけしたことをお詫び申し上げます。

184 - Software Design
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